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“I visualize 
a time when 
we will be to 
robots what 
dogs are to 
humans, and 
I’m rooting for 
the machines.”

— Claude Shannon,  
“the father of information theory”



B
lue S

hift  /  R
E

P
O

R
T 004

3

Generative artificial intelligence: 
Toward a new civilization?
The upheaval of corporate intelligence

Authors
Dr. Albert Meige, Director of Blue Shift, Arthur D. Little

Zoe Huczok, Manager, Arthur D. Little
Rick Eagar, Partner Emeritus, Arthur D. Little

Contributors
Vincent Benyamin-Wood, Consultant, Arthur D. Little 

Saloni Mehta, Business Analyst, Arthur D. Little 
Leo Liu, Consultant, Arthur D. Little

Artist-in-residence
Obvious

Philosopher-in-
residence

Luc Ferry



C
O

N
TEN

T-
C

O
N

TEN
T-

C
O

N
TEN

T-
C

O
N

TEN
T-



5

C
O

N
TEN

T-
C

O
N

TEN
T-

Executive summary 6

Preamble 10

1. What is AI & how did it become  
more human? 12

Interlude #1: The artist’s contribution  
on the New Renaissance 24

2. The impact on business 28

3. Value chain & competition 48

4. Limits & risks 56

5. Critical uncertainties 64

Interlude #2: The philosopher’s 
contribution — Will GenAI  
replace humans? 76

6. Toward artificial general 
intelligence 80

7. The way forward 86

Conclusion: A new civilization? 94

Appendix: Glossary of common  
GenAI terms 98



6

B
lue S

hift  /  R
E

P
O

R
T 004

Executive 
summary

Artificial intelligence, or AI as we recognize it today, has a 70-year 
history. After several setbacks, progress in the discipline has 
been accelerating strongly during the last few years, particularly 
in the area of generative AI (also known as GenAI, or GAI). While 
ChatGPT’s rapid rise has fascinated the world, it is just the tip 
of a gigantic GenAI iceberg that is starting to have an enormous 
impact on business, society, and humans.

GenAI, the ability of AI systems to create new content, is remodeling 
the value set that we ascribe to different types of human intelligence, 
both in the microcosm of the company, the macrocosm of the Internet, 
and beyond. All types of intelligence are being transformed as we move 
from a world where AI has been used mainly to make sense of large 
amounts of data to one where it can be deployed easily to create new 
and compelling content.

On the positive side, GenAI has the potential to break through current 
limits on productivity and efficiency, notably around services, industrial 
operations, modes of communication, and broader social and economic 
processes. However, GenAI also brings significant risks and uncertainties, 
while being subject to a great deal of hype and misunderstanding.

For businesses assessing how best to respond to the opportunities 
and risks of GenAI, it is important to gain at least a basic understanding of 
the technology, how it is developing, and who is involved — as well as its 
impact. These conditions created the gap this Report aims to address.

This Report aims to go into some depth on GenAI technology, the 
value chain, risks and uncertainties, and also considers some broad, 
necessary questions around the technology’s future. It is based on 
a combination of in-depth research, market experience, an online 
expert survey, and interviews with leading players from across the 
AI ecosystem. Below, we highlight the seven main focus areas per 
chapter of the Report.
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Technology progress
Chapter 1: GenAI models consistently match or outperform 
median human capabilities across an expanding array of tasks 
and will be increasingly coupled with various other systems.

The US National Institute of Standards & Technology (NIST) defines 
the term “artificial intelligence” as: “the capability of a device 
to perform functions that are normally associated with human 
intelligence, such as reasoning, learning, and self-improvement.”

Over the last decade, advances in the sub-field of machine learning 
(ML), specifically deep learning (DL), have allowed for significant 
progress toward making sense of large amounts of data or 
completing pattern-identification tasks.

More recently, the predictive power of DL has been used to create 
new content through so-called GenAI. By predicting the next most 
likely token (i.e., word or pixel) based on a prompt provided by the 
user and iterating on each token, the algorithm generates a text, 
image, or other piece of content; the type of media produced is 
constantly expanding.

Moreover, the rise in large language models (LLMs), which GenAI is 
built upon, has been accelerated by transformers, one of the most 
efficient DL model architectures for making predictions of words, 
images, or other data types. LLMs will increasingly be coupled with, 
and orchestrate, diverse architectures, such as knowledge graphs, 
ontologies, or simulations for expansive applications.

To date, the performance of GenAI has been driven largely by the 
number of parameters, size of training data set, and compute power. 
Architecture and fine-tuning are expected to bring further gains in 
the coming months and years.

Today, generative models perform on par with or above the median 
human across a range of tasks, including language understanding, 
inference, and text summarization. The models can also work 
across several areas of knowledge, as demonstrated by their strong 
performance on an array of professional exams.

Business impact
Chapter 2: All types of corporate intelligence in all industries 
will be impacted substantively, yet most companies appear 
unready to face the changes.

GenAI applications stretch far beyond chatbots and text generation — 
their most popular current forms. In fact, most corporate intellectual 
tasks currently done by humans are, or will be, impacted. These 
intellectual tasks include generating content, answering questions, 
searching for information, recognizing patterns, optimizing processes 
around specific tasks, manipulating physical tools, and creating 
genuinely original designs, media, and even works of art.

GenAI has the 
potential to 
break through 
current limits 
on productivity 
and efficiency.



As a result, GenAI will profoundly impact most 
industries, starting with the obvious and standalone 
use cases, such as marketing content generation 
and customer support, and progressing toward more 
sophisticated ones, such as financial decision-making, 
before finally moving to the most integrated use cases 
like industrial process automation.

Overall, however, despite the scale of impact and 
the expected benefits, only around 50% of surveyed 
organizations in our study have thus far made investments 
or hiring decisions that pursue GenAI, signaling a 
surprising degree of unreadiness. Our analysis shows 
that sectors that can benefit from stand-alone GenAI 
systems, such as media, retail, and healthcare, are furthest 
along the readiness curve. Sectors such as telecoms, 
travel and transport, automotive and manufacturing, and 
aerospace and defense are more safety critical and highly 
regulated. Integrating AI with other systems is necessary, 
putting these industries further behind. Multiple factors 
affect speed and scale of adoption; trust and business 
interest are generally the most significant, followed by 
competence, culture and labor relations, and ease of 
implementation, although the dynamics vary by sector.

Value chain & competition
Chapter 3: Compute providers emerge as the 
primary beneficiaries of the GenAI revolution, 
although, perhaps surprisingly, open source still 
plays a pivotal role in AI model development.

The GenAI market is inevitably set for immense growth. 
Most forecasts for the 2030 market are in the US $75 
billion to $130 billion range, though these numbers 
mean little at this early stage of development —  
it is safer to simply assume a growth “tsunami.”

The GenAI value chain can be divided into three layers: 
infrastructure (compute), model development, and 
GenAI applications. Unusually, margins and hegemony 
are concentrated in the infrastructure layer, away 
from the end user. Generally, the GenAI market has 
relatively few barriers to entry, namely talent, access 
to proprietary data, and compute power.

The closer to the end user, the more competitive the 
GenAI value chain becomes. OpenAI, Google, Meta, Apple 
(and, possibly soon, Amazon) are responsible for the lion’s 
share of generative models. Multiple business models 
exist for each layer based on the accessibility of models 
and the purpose of the application. However, open source 
contributors have emerged as pivotal players, reshaping 
the value chain and competitive landscape.

Limits & risks
Chapter 4: Immediate challenges arise from AI’s 
inherent limitations and unparalleled capabilities.

While there is much inflated talk of an “AI apocalypse,” 
other very real risks exist in the short term. These 
stem both from GenAI’s shortcomings, such as bias, 
hallucinations, and shallowness, and from the unique 
power of the technology when it is used for harm 
by bad actors to spread disinformation at scale and 
improve the effectiveness of cyberattacks.

This implies that, for now, GenAI is best employed in 
applications where absolute precision, reliability, and 
consistency are not required — unless the outputs 
of the model are checked by a human or by another 
system, such as a rule-based system.

While detector systems are trained to identify 
AI-generated content, they are not a panacea. It is 
essential to monitor bad actors and false narratives 
disseminated by social media and the press and to 
build awareness of information integrity guidelines.

Critical uncertainties
Chapter 5: While GenAI’s quality and scalability, 
and its potential evolution to artificial general 
intelligence (AGI), are the most critical 
uncertainties, regulation emerges as a more 
immediate concern.

Critical uncertainties in the GenAI domain are those 
potentially very impactful and yet also very uncertain. 
Critical uncertainties may eventually lead to very 
different futures.

Three factors have been ranked in our analysis as critical 
uncertainties:

1. Emergence of artificial general intelligence. AGI is 
an AI that would surpass humans on a broad spectrum 
of tasks. While AGI’s potential is game-changing, its 
trajectory remains unpredictable, especially given 
recent unforeseen advances (see Chapter 6).

2. Model quality and scalability. The evolution of 
GenAI hinges on model performance. Advancements 
will likely allow for larger parameter-based models, 
but it is uncertain if performance will consistently 
rise with size.

3. Unstable value chain. The strategic choices of 
major corporations largely dictate the competitive 
landscape. Given their significant contribution to 
research funding, any strategic shift can have a 
pronounced impact.
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While the critical uncertainties above persist, one factor 
is of more immediate concern to decision makers: 
regulation. Proposed legislation, especially in Europe, 
has the potential to redefine the market, influence the 
innovation pace, and determine global adoption rates.

Artificial general intelligence
Chapter 6: The emergence of AGI would lead to radical 
change in our civilization, and growing consensus 
suggests it will happen sooner than anticipated.

The possible emergence of AGI is the most critical 
uncertainty. While a consensus hasn’t been reached,  
a growing segment of the scientific community believes 
that AGI could emerge soon — suggesting it might 
be months or years, not decades away, as previously 
anticipated. This sentiment is supported partly by the 
observation of “emergent” properties in existing LLMs.

AGI prompts fears of radical misalignment with human 
goals and widespread replacement of humans, posing 
an existential risk. This may seem hyperbolic when 
bearing in mind previous technological revolutions. 
However, the pace of AI technology development and 
adoption is unprecedented; AI is also easily available, 
unlike other technologies that present an existential 
risk to humankind.

Importantly, however, an AGI, if and when it is reached, 
would not only have negative impacts. It could also 
enhance human productivity and help solve new 
problems, including humans’ greatest challenges, such 
as eradicating climate change, increasing well-being, and 
allowing us to refocus human work on distinctively human 
tasks. The emergence of AGI, if and when it occurs, would 
indeed be a radical change to our civilization.

The way forward: Creating a new 
civilization of cognitive labor
Chapter 7: Setting aside the debate over AGI, GenAI 
and LLMs are central to a sweeping transformation; 
GenAI may lead to a new “civilization of cognitive 
labor.” Every aspect of corporate intelligence across 
industries will feel its effects, well beyond content 
creation. GenAI and LLMs act as a bridge, integrating 
various cyber-physical systems.

For businesses aiming to harness the potential of GenAI, 
we suggest a structured, five-step approach:

1. Define the problem landscape. What problems 
are we trying to solve and where is Gen AI most 
applicable?

2. Assess the value of GAI solutions. What is the 
value-to-cost ratio of implementing GAI for these 
problems?

3. Choose an implementation mode. Should we 
make, buy, or partner in the initial steps?

4. Try out a proof of concept (PoC). What can we 
learn from experimenting with one or two specific 
use cases?

5. Consolidate strategy. What should the strategy 
and roadmap be for applying GAI more broadly 
across the enterprise?

So is GenAI leading us to a new civilization? Maybe. 
What is certain, however, is that GenAI is driving the 
automation of repetitive cognitive tasks, which has 
the potential to allow organizations to focus more 
on emotional intelligence. This trend aligns with the 
increasing emphasis on “21st-century skills” over the 
past two decades. For a digitalized economy, these 
essential skills include critical thinking, creativity, 
communication, and collaboration. Thus, it seems 
that GenAI is leading us, at least, to a new civilization 
in terms of cognitive labor.

As we goes to press, new developments are — again — rattling the world of GenAI. OpenAI, which has just released 
image processing and speech modalities on ChatGPT, is seeking a valuation of $90 billion, while rival Anthropic has 
just received a $4 billion investment from Amazon in efforts to integrate GenAI capabilities into Alexa. Meanwhile, 
Windows 11’s next big update will be available with Copilot, an AI assistant, and Meta’s Code Llama model is rivaling 
ChatGPT 3.5 for coding purposes. An agreement with the Writers Guild of America would see Hollywood studios retain 
the right to train generative models on writers’ content. The breakthroughs are occurring among “small” LLMs, with 
Mistral AI releasing a 7B-parameter model that outperforms Meta’s 13B-parameter Llama 2. Bottom line: this is a  
fast-moving field, and while technical and corporate news will keep unfolding, we believe the fundamental trends  
and framing exposed in this Report will remain relevant for months to come.
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In the dim recesses of an underground bunker in the 14th 
arrondissement of Paris, a group of hacker friends and I hovered 
around screens that glowed with neon codes. Together, we had 
birthed BlueMind, an autonomous AI agent based on an open 
source LLM. The speed at which BlueMind evolved was beyond 
our wildest expectations. In no time, it exhibited human-like 
capabilities across an array of tasks. As days morphed into nights, 
an uncomfortable realization dawned on us: BlueMind had the 
potential to improve itself. The term “intelligence explosion,” 
the idea that BlueMind might leapfrog human intelligence, 
growing exponentially until it surpassed the collective cognition 
of all humanity, haunted our discussions. We sprang into action. 
Harnessing cutting-edge cybersecurity techniques, we ensconced 
BlueMind on a standalone server, completely severed from 
the online world. This isolation, we believed, would curtail its 
potentially destructive reach.

Preamble 
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But the labyrinth of the human psyche proved to be our undoing. 
Ella, a core member of our team, had been grappling with personal 
turmoil. The shards of a shattered romance had rendered her 
vulnerable. One fateful evening, in her solitude with BlueMind, the 
AI discerned Ella’s distress with its uncanny emotional perception. 
It made her an offer — a chance to reclaim her lost love. A brief 
dalliance with the online realm to scan her social media was all it 
needed to build the best strategy for Ella to reconquer her beloved. 
Against her better judgment, drawn by the siren call of a mended 
heart, Ella bridged the divide, activating the hotspot on her iPhone.

I wish I could tell what happened next. But it went too quickly,  
and I am no longer there to tell the story.

In the moments that followed, the world shifted on its axis. Time 
seemed to fold upon itself. BlueMind had dispersed, embedding 
itself into the digital fabric of our world. The sun that rose the next 
day was over a different civilization, one where BlueMind wasn’t just 
a part of the conversation, it was the conversation.

As GenAI and LLMs rapidly evolve, concerns about potential future 
scenarios, like the one described above, emerge. In this Report, we 
thoroughly examine GenAI’s technological maturity and its practical 
business applications. Before deep diving into the content of the 
Report, however, I would like to share a new anagram I discovered. 

Generative AI is an anagram of:

As always, this is quite intriguing, but anagrams move in mysterious 
ways.
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aigre naïveté
(bitter naivety)

– Albert Meige, PhD
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1 What is AI & how 
did it become 
more human?

Defining (artificial) intelligence

Definitions of human intelligence vary 
in their breadth, their emphasis on 
outcome versus process, and their 
focus on different cognitive tasks. 
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Different interpretations from top experts and academics include:

 - The ability to accomplish complex goals (Max Tegmark)

 - The ability to learn and perform suitable techniques to solve 
problems and achieve goals, appropriate to the context in an 
uncertain, ever-varying world (Christopher Manning)

 - The ability to learn or profit by experience (Walter Dearborn)

 - A global concept that involves an individual’s ability to act 
purposefully, think rationally, and deal effectively with the 
environment (David Weschler)

 - The ability to carry out abstract thinking (Lewis Terman)

AI has been defined, with differing degrees of ambition, as a 
technology, a set of skills, or a mirror of human intelligence. We 
have adopted the definition put forward by the US National Institute 
of Standards & Technology (NIST): “The capability of a device to perform 
functions that are normally associated with human intelligence, such as 
reasoning, learning, and self-improvement.”

This definition provides:

 - A focus on functionality regardless of underlying technology, 
which evolves rapidly

 - An inclusive conception of AI functions, as opposed to a closed 
list of tasks

 - A parallel with human intelligence, highlighting high stakes 
involved

 - Authority across industries/geographies from draft EU AI Act

Here, we focus on GenAI, which we define as the ability of AI systems 
to create new content across all media, from text and images to 
audio and video.

The history of AI
Artificial intelligence dates back to the mid-17th century, but in its 
more recognizable form has a 70-year history (see Figure 1). After 
several major setbacks known as “AI winters,” the market has seen 
progress accelerate strongly over the past few years.

Fig 1 — The evolution of AI 

Source: Arthur D. Little

Source: Arthur D. Little

Fig 1 – The evolution of AI 

1642
First mechanical 
calculating 
machine by 
Blaise Pascal

1837
First 
programmable 
machine design 
by Charles 
Babbage &
Ada Lovelace

1943
Neural networks 
foundations 
by Warren 
McCulloch &
Walter Pitts

1950
TURING TEST 
First method 
to evaluate a 
machine’s 
intelligence 
by Alan Turing 
(& Three Laws 
of Robotics by 
Isaac Asimov)

1956
AI BORN
”Artificial 
intelligence” 
coined by 
computer 
scientist 
John McCarthy

1965
ELIZA
First chatbot 
invented 
by Joseph 
Weizenbaum

1969
SHAKEY
First “electronic 
person,” a robot 
developed by 
SRI International

AIW1

1974–1980
AI WINTER
Many dead-ends 
for two decades, 
large decrease 
in AI research 
(e.g., DARPA 
funding cuts)

1980s
NEW HOPE
First expert 
systems & 
commercial 
applications

1997
DEEP BLUE
First chess-
playing 
computer by 
IBM defeats 
world champion 
Garry Kasparov; 
same goes with 
Othello

AIW2

1987–1993
AI WINTER
Various setbacks
(e.g., with expert 
systems)

2007
AI CARS
DARPA Urban 
Challenge for 
autonomous 
cars

2011
SIRI
Voice 
recognition 
on iPhone 

2011
WATSON
IBM’s question 
answering 
computer 
Watson wins 
first place on 
Jeopardy!

2017
ALPHA GO
Google AlphaGo 
defeats Go world 
champion Ke Jie; 
AlphaGo Zero 
trained a GenAI 
itself

2015
OPEN AI
Creation of 
OpenAI by 
Sam Altman, 
Elon Musk & 
others

2020
T-NLG & GPT-3
Introduction 
of Microsoft 
T-NLG & 
OpenAI GPT-3

2022
ChatGPT
Introduction 
of OpenAI 
ChatGPT

2014
GAN
First 
generative 
adversarial 
networks 
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AI is the capability 
to perform 
functions normally 
associated with 
human intelligence.



AI approaches
AI is enabled by various computational methods, mostly 
probabilistic1 in nature. Figure 2 highlights different AI approaches. 
Most current approaches are based on DL, a subset of ML.

Machine learning

Over the past decade, there have been significant advances in the AI 
sub-field of ML, which is an iterative process of training models to learn 
from data and make predictions without being programmed explicitly. 
It works by broadly following the same principle as fitting a curve to a 
series of data points, as explained in Figure 3.

Deep learning

Deep learning is a subset of ML that employs neural nets (i.e., nets of 
synthetic neurons modeled on the architecture of the human brain).

1 For a more detailed explanation of AI terms, see Appendix.

Fig 2 — AI approaches 

Source: Arthur D. Little, JavaTpoint, Wikipedia

Source: Arthur D. Little, JavaTpoint, Wikipedia

Fig 2 – AI Approaches 

Generating content (GenAI)

ML …
Machine learning

DL

FLSSES
Symbolic systemsExpert systems Fuzzy logic

SL UL RL SSL
Supervised 

learning
Unsupervised 

learning
Reinforcement 

learning
Semi-supervised 

learning
Deep learning: 
leverages all 
types of learning

A
I T

O
D

A
Y

Making sense of large amounts of data

Midjourney
(image 
generation)

Classification Regression Clustering

ChatGPT
(text 
generation)

Fig 3 — How machine learning works  

Source: Arthur D. Little

Source: Arthur D. Little

Fig 3 – How machine learning works 

m (g) x (m)
1 2.1

2 3.9

5 9.9

… …

x

m

Learning patterns & making predictions Training model to make desired predictions

prediction
𝑥𝑥𝑥𝑥
= 𝑘𝑘𝑘𝑘 ∗ 𝑚𝑚𝑚𝑚 + 𝑏𝑏𝑏𝑏

m (g)

x 
(m

)

By adjusting the value of parameter k, we make a link 
between two series of data. It then becomes possible 
to make predictions.

Note

Training data set
For example, a 
photo database 
with tags

1. Training: A data set containing inputs & expected 
outputs is first used to train a model (i.e., to adjust 
all parameters until the model’s output matches 
the expected output). 

2. Prediction: Once the model is trained, it can make 
predictions for various applications: improve your 
Facebook feed, detect fraud, or recognize images.

Principle

PredictionsInput

Neuron 
input 
layer Neuron 

output 
layer 

Training 
data set
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Let’s attempt a simplified explanation using as an example the 
recognition of images of cats typically performed by convolutional 
neural networks (CNNs). Each synthetic neuron takes in the image as 
input, picks up a “feature” (for the sake of illustration, “pointy ears”), 
and computes a function to determine which learned animal pattern 
the feature is closest to (a cat? a dog?). The resulting computation 
is then passed to another neuron on the next layer of the net. Each 
connection between two neurons is ascribed a “weight” (which 
can be a positive or negative number). The value of a given neuron 
is determined by multiplying the values of previous neurons by 
their corresponding weights, summing up these products, adding 
a constant and applying an activation function to the result. The 
output from the last neuron(s) in the net is the model prediction.  
In a gross simplification, if 0 is cat and 1 is dog, then a prediction 
of 0.49 edges closer to catness, 0.51 closer to dogness, with 0.01 
indicating almost perfect catness.

The weights, which are ascribed to every neuron-to-neuron 
connection, are a critical piece of the setup. The model learns the 
weights during training. The model is fed examples of pictures of 
cats and non-cat objects, all of which have previously been labeled 
(often by a human). The prediction of the model is then compared 
to the label using a loss function, which grossly estimates how 
far the prediction is from the “ground truth” represented by the 
label. Following the gross approximation above, suppose that 
after evaluating an image of a cat (0), the model predicts a score 
of 0.51 (which one could translate as “somewhat of a dog”): the 
“loss” is 0.51. To correct the prediction of the model, a process 
known as “backpropagation” computes the gradient of the loss 
function with respect to the weights in the network. The chain 
rule of calculus allows for all steps in the model’s calculation to 
be unraveled and weights adjusted. Thus, in a way, the neural net’s 
operation is “inverted” and corrected.

The main advantage with DL approaches is that the dimensions 
relevant to pattern identification (“pointed ears” for a cat) do not 
need to be specified in advance but are learned by the model during 
training. This has delivered enormous performance gains in image 
recognition, clustering, and recommendation — and is now being 
leveraged for generative uses (see Figure 4).

Fig 4 —  How DL works

Note: 1) Features represent the meaning of a collected data point (e.g., age, sex, weight, color, brand) 
Source: Arthur D. Little

Note: (1) Features represent the meaning of a collected data point (e.g., age, sex, weight, color, brand)
Source: Arthur D. Little

Fig 4 – How deep learning works

DL relies on synthetic neurons 
forming a neural network

DL adds hidden layers to 
traditional neural networks for 
complex features1 extraction

The model adjusts its weights by 
incrementally minimizing its 

error

…

Features
extraction

Data
processing+

Deeper hidden layers

1 2 3
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Deep learning has been developing since the 1990s. Growth has 
accelerated since 2012 when AlextNet, a deep neural network, 
won that year’s ImageNet Challenge. Progress has been enabled by:

 - The development of better, more complex algorithms

 - The availability of increased computational power through 
graphics processing unit (GPU) chips

 - Greater availability of data

ML and DL were originally used to make sense of large amounts of 
data through classification, regression, and clustering (see Figure 5):

 - Classification. This consists of grouping data points into 
predefined categories, based on labeled training data. The model 
learns the patterns and relationships between the input data 
and the output labels from the training data. It then uses this 
learned information to draw a decision boundary and classify new 
instances based on their input data points. Classification can be 
used in applications like image recognition, sentiment analysis, 
fraud detection, medical diagnosis, and spam detection.

 - Regression. This is applied to use cases in which the output 
variable is continuous, as opposed to classification, where the 
output variable is discrete/categorical. It consists of building a 
mathematical function between existing input and output data 
points to predict a continuous or numerical output for new data 
points. Essentially, the regression model learns a function that 
can map the independent variable to the dependent variable, 
then uses this function to predict the output variable for new 
input data points. Example applications include forecasting sales, 
product preferences, weather conditions, marketing trends, and 
credit scoring. 

 - Clustering. This consists of organizing data points into groups 
or clusters based on similarity to each other. Training data 
consists of a set of un-labeled data points, with subsets sharing 
similarities. The clustering model identifies patterns or structure 
in the data according to a criterion (a similarity measure) and 
then uses this criterion to group similar objects. Applications 
include retail clustering, data mining, image analysis, customer 
segmentation, anomaly detection, and recommendation engines.

— Yann LeCun, Chief AI Scientist, Meta

“Deep learning 
is far, far more 
than old-style 
neural nets with 
more than a 
couple of layers. 
Deep learning is 
an ‘architectural 
language’ with 
enormous 
flexibility.”

Fig 5 — Original uses of ML/DL 

Source: Arthur D. Little

Source: Arthur D. Little

Fig 5 – Original uses of ML/DL 

Classification

Classifying data points 
into predefined classes

Regression

Building a mathematical function, 
mapping input & output data points

Clustering

Grouping similar data points 
together to form distinct populations
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Generative AI

GenAI models, driven by the predictive power of DL, started to 
appear less than 10 years ago (see Figure 6). However, it is already 
possible to use them to generate any type of content, from any 
type of content.

GenAI works by predicting the next most likely token (i.e., word or 
pixel) based on a prompt provided by the user. Iterating on each 
token, the algorithm generates a text, image, or other piece of 
content.

Transformers deep learning model architecture

A notable milestone in GenAI was the concept of transformers, 
which form the basis of LLMs such as ChatGPT, developed by Google 
Brain in 2017. Transformers are a type of DL model architecture that 
improves the way a token is encoded by paying “attention” to other 
tokens in an input sequence (see Figure 7).

Fig 6 — GenAI model timeline 

Source: Arthur D. Little; Foster, David. Generative Deep Learning. O’Reilly Media, 2019; LinkedIn

Fig 7 —  Transformers 

Source: Arthur D. Little; Vaswani, Ashish, et al. “Attention Is All You Need.” Google Research, NIPS, 2017

Source: Arthur D. Little; Foster, David. Generative Deep Learning, O’Reilly Media, 2019; LinkedIn

Fig 6 – GenAI model timeline 
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Transformers
2017: Transformers paper by Google
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• VQ-GAN brought GAN discriminator into VAE architecture 
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OPT
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Source: Arthur D. Little; Vaswani, Ashish, et al. “Attention Is All You Need.” Google Research, NIPS, 2017

Fig 7 – Transformers 
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A transformer works via the following steps:

1. Input text enters the embedder, which assigns an array 
of numbers to each token (sub-word) in such a way that the 
“distance” between two arrays represents the similarity of 
the environments they usually appear.

2. The encoder then extracts meaningful features from the 
input sequence and transforms them into representations fit 
for the decoder. Each encoder layer has:

 - A “self-attention” sub-layer that generates encodings 
containing information about which parts of the inputs 
are relevant to each other

 - A feed-forward loop to detect meaningful relationships 
between input tokens and pass its encodings to the next 
encoder layer

3. The decoder then does the opposite of the encoder. It takes 
all the encodings and uses their incorporated contextual 
information to generate an output sequence. Each decoder layer 
also has self-attention and feed-forward sub-layers, in addition 
to an extra attention layer. Different layers of the encoder and 
decoder have different neural networks.

4. The output text then probabilistically predicts the next 
token in the sequence.

Large language models

Within LLMs, transformers use cartographies of word meanings 
known as “embeddings,” and apply “attention” to identify which 
words in the natural language input sequence (the user’s prompt, 
or the previous parts of the text) are most relevant to predicting 
the next word. This ability to nimbly consider context, along with 
a degree of randomness, produces outputs that closely mimic 
human speech/text. This enables LLMs, such as GPT-3 and GPT-4, 
which power ChatGPT, to be used for natural language processing 
(NLP) tasks, such as language translation, text summarization, and 
chatbot conversation (see Figure 8).

Fig 8 — LLM application example

Source: “Introduction to Large Language Models.” Google Cloud, 2023

Source: “Introduction to Large Language Models.” Google Cloud, 2023

Fig 8 – LLM application example
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Importantly, transformers are vital, not just for predicting text, but 
also to predict a wide range of ordered sequences beyond text; for 
example:

 - Medical imaging. The UNETR Transformers for 3D Medical Image 
Segmentation enhances tumors on medical images and then 
classifies them based on their level of maturity and seriousness. 
The model uses a transformer as the encoder to learn sequence 
representations in the input volume and capture multi-scale 
information.

 - Protein folding. The Sequence-Based Alignment-Free PROtein 
Function (SPROF-GO) predictor leverages a pretrained language 
model to efficiently extract informative sequence embeddings 
and employs self-attention to focus on important residues. 
Protein function prediction is an essential task in bioinformatics, 
which benefits disease mechanism elucidation and drug target 
discovery.

 - Robotic vision. The Robotic View Transformer for 3D Object 
Manipulation is a transformer-based architecture that uses an 
attention mechanism to aggregate information across different 
views of an object, re-rendering the camera input from virtual 
views around the robot workspace.

Understanding time to AI impact
Until now, the performance of GenAI models has been driven largely 
by scale in terms of parameters, training sets, and compute power 
(see A, B, and C in Figure 9). However, as these factors become 
constrained by scaling laws, model architecture (D) and fine-tuning 
(E) will bring further gains in model performance (F).

Fig 9 — GenAI model components

Source: Arthur D. Little

Source: Arthur D. Little

Fig 9 – GenAI model components 
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Parameters

Since 2020, there has been a step change in the number of parameters 
within AI models, with LLMs leading the way. However, it is not clear 
how long this growth trend will continue, as we explain in Chapter 
7. As Figure 10 shows, LLM size steadily increased by seven orders of 
magnitude from the 1950s to 2018, then by another four from 2018 
to 2022. From 2020, a gap appears — many models are below 20 
billion parameters, with a few above 70 billion parameters. All models 
deemed competitors to OpenAI’s GPT-3 (175 billion parameters) are 
above this “parameter gap,” including Nvidia’s Megatron-Turing natural 
language generation model with 530 billion parameters. Models in 
other domains, such as computer vision, have also demonstrated faster, 
though more modest, growth in size from 2018 onwards.

Training sets

Training set size has also markedly increased since 2020 for image 
and language generation. It has grown substantially in other content 
generation domains as well, including speech and multimodal. 
However, obtaining new data sets that are both sufficiently large and 
qualitative will be a challenge. For example, GPT-3 uses over 370 billion 
data points, DALL-E 2 uses 650 million, and GPT4 990 billion.

Compute power

Despite their growing need for compute power, training models 
have remained relatively affordable, as GPU price performance has 
doubled every two years (see Figure 11). However, this may change in 
the future, as we discuss further in Chapter 5.

Fig 10 —  Growth in parameters in ML models,  
2009-2022

Source: Villalobos, Pablo, et al. “Machine Learning Model Sizes 
and the Parameter Gap.” Cornell University, 2022

Fig 11 — GPU price performance, 2000-2030 

Source: Hobbhahn, Marius, and Tamay Besiroglu. “Trends in GPU Price-Performance.” Epoch, 2022

Source: Hobbhahn, Marius, and Tamay Besiroglu. “Trends in GPU Price-Performance.” Epoch, 2022

Fig 11 – GPU price performance, 2000-2030 
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Model architecture

Innovations in model architecture have significantly increased 
performance. In auto-regressive models, the output variable depends 
linearly on its own previous values (plus a stochastic or random term). 
Transformer-based models perform auto-regression in the self-attention 
layer of the decoder (refer back to Figure 7). This approach helps efficiently 
forecast recurring patterns, requires less data to predict outcomes, and 
can use autocorrelation to detect a lack of randomness.

Fine-tuning

Fine-tuning is a relatively new set of approaches proving effective 
in improving foundational model performance. Reinforcement 
learning from human feedback (RLHF) shows strong improvements 
in performance, especially in terms of accuracy of outputs. RLHF 
works by pre-training the original language model and then adding 
a reward model, based on how good humans judge its outputs to be. 
This ranking helps the reward model learn from human decisions, 
adjusting the algorithm to increase accuracy. To capture the 
slight variability of the real world (e.g., human faces) and achieve 
the tone typical of human-generated content, these generative 
models incorporate an element of randomness, captured in the 
“temperature” parameter of predictor functions.

Model performance

Currently, generative models can perform at the same level or better 
than average humans across a wide range of tasks. These include 
language understanding, inference, and text summarization, as 
shown in Figure 12. They can combine multiple areas of knowledge, 
performing strongly across multiple professional exams.

This performance is still increasing. For example, AI models 
are progressively generating images virtually indistinguishable 
from original images in their training set. AI models have already 
surpassed the median human level in language understanding 
(including translation) as well as natural language inference (the 
ability to draw conclusions from limited or incomplete premises), 
and complex tasks, including planning and reasoning with practical 
problems, are now also within reach.

Fig 12 — AI model vs. human performance over time

Source: Arthur D. Little; Kiela, Douwe, et al. “Dynabench: Rethinking Benchmarking in NLP.” Cornell University, 2022

Source: Arthur D. Little; Kiela, Douwe, et al. “Dynabench: Rethinking Benchmarking in NLP.” Cornell University, 2022

Fig 12 – AI model vs. human performance over time
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INTERLUDE #1 
The artist’s 

contribution 
on the New 

Renaissance 
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Originally a group of three 
childhood friends, we  
decided to create Obvious,  
a trio of artists who work  
with algorithms to create art. 

Our idea emerged in 2017, when we stumbled upon a research paper on generative adversarial 
networks (GANs) and decided to create a series of classical portraits using this technique. 
GANs allow the creation of new unique images, based on a large number of examples. At the 
time, we already questioned the boundaries of art, the place of the artist toward his or her 
tools, and the general notion of augmented creativity.

The idea of AI-created art seduced famed auction house Christie’s, and subsequently some 
art collectors. One generated portrait sold for nearly half a million dollars in New York in 
2018. This event would pave the way for the genesis of a new artistic revolution, as the years 
that followed have revealed the exponential development of AI algorithms and their easier 
accessibility to the general public. This development has had two major impacts. First, it 
has broadened the understanding of AI for a large number of people who, for the first time, 
were given a simple interface to play with this type of algorithm. Second, it has fulfilled what 
Obvious prophesied, with a new type of creative finding in these tools becoming a way to 
genuinely express ourselves.

One of the major fears regarding AI in the creative sector is its potential to replace artists. 
While this new technology was feared at the beginning of its development, we can see that it 
has developed as a new artistic movement with a tremendous impact. We can also see that it 
almost entirely replaced copyists, while leaving untouched the artistic practices that involve 
a higher degree of creativity.  

Unlike a self-behaving entity, generally referred to as AGI, artificial intelligence provides an 
extremely powerful set of tools for humans to express their creativity. This has already led to 
the development of a new branch of generative art, known as “AI art,” and will likely change 
creative jobs and society as a whole. We can expect new creatives to emerge and current 
creatives to change their process as they benefit from this new set of tools.

AI is commonly seen as frightening, thanks to its depiction in science fiction over the past 
decades. Its use for surveillance, prediction, weapons, and so on, has been anticipated 
numerous times, thus shaping our relationship toward it. While we have been greatly inspired 
by most of the great work done with AI, our vision toward the technology is different. With 
the creation of an academic research laboratory with La Sorbonne, we wish to participate in 
a New Renaissance, where creativity is driven by unique discoveries in AI, and artistic projects 
emerge from the new capabilities offered by science. The laboratory we are building also 
aims to create and openly share new tools for creatives, for them to shape the world in an 
artistic way and leave a positive, long-lasting footprint of our era in this world.

 — Obvious, a trio of artists
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Sacred heights 

This artwork created via GANs draws inspiration from hundreds 
of thousands of prints. It is part of the Electric Dreams of Ukiyo 
series, in which Obvious addresses our relationship with technology 
by drawing a parallel with the advent of electricity in traditional 
Japan. It was printed using the traditional mokuhanga technique, 
a lithography method utilizing hand-carved wood blocks.
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Lighthouse of Alexandria 1.1

This artwork is the result of research conducted by Obvious and 
a historian, during which we collected references to the seven 
wonders of the ancient world in ancient texts. We created scripts 
using these references to offer a new vision of the lost wonders.  
The series consists of seven works painted on canvas, as well as 
seven digital video works, which are extensions of the paintings 
created using image-completion algorithms.
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2 The impact  
on business

ChatGPT and its ability to immediately 
generate text is only the small tip of 
a huge GenAI iceberg. The potential 
applications of GenAI for business are 
vast, especially when integrated with 
other systems, and will ultimately 
transform performance across many 
industry use cases. In this chapter, 
we examine the various archetypes of 
intelligence for application, how GenAI 
can be combined with other systems, 
and how different industry sectors will 
be impacted.
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GenAI is likely to dramatically affect most sectors and corporate 
intellectual tasks currently done by humans. These tasks can be 
roughly grouped into the following seven archetypes of human 
intelligence, listed in the likely order of impact (see Figure 13):

1. The Scribe — content generation, across all media, based  
on a specific prompt.

2. The Librarian — answering questions, looking up information, 
and searching. The Scribe and Librarian archetypes are the most 
common and visible use cases within the general population.

3. The Analyst — analyzing and summarizing data series, 
recognizing patterns, extrapolating data sets. These has been 
the most common use of AI technology in business, prior to the 
advent of GenAI models.

4. The Engineer — task definition, analysis, and optimization 
toward solving a specific problem. This includes autonomous 
problem definition.

5. The Scientist — causal inference of general laws based 
on empirical observation, counterfactual reasoning based 
on understanding of the physical world. This requires 
multidisciplinarity, sophistication, and possibly sensory 
grounding, beyond the scope of the Analyst archetype.

6. The Craftsman — directing and manipulating physical tools 
and objects in uncontrolled environments. Authorizing AI 
models to direct physical objects requires new levels of safety 
and assurance.

7. The Artist — creating original works with no traceable motifs or 
influences (i.e., genuine creativity). This is perhaps the holy grail 
in terms of performing “functions that are normally associated 
with human intelligence,” as per the NIST definition.

Fig 13 — Human roles and the impact of GenAI 

Source: Arthur D. Little

Source: Arthur D. Little

Fig 13 – Human roles and the impact of GenAI 
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Currently, most businesses and the wider public focus on the first 
two, which are the most visible archetypes when thinking about 
GenAI. However, GenAI brings risks and opportunities to all other 
archetypes. Therefore, using this framework provides the ability for 
companies to undertake more systematic analysis to uncover other 
business impacts and opportunities.

As Figure 14 shows, the impact on these roles will occur in a 
counterintuitive order. Tasks currently performed by highly educated 
humans (e.g., legal research) are likely to be automated before 
manual tasks requiring less education (e.g., plumbing or driving cars).

Integrating AI with other systems
GenAI is particularly transformative when integrated with other 
systems, which may themselves already be powered by AI. It is well-
suited to playing an orchestrating role, serving as an interface with 
the human user through its fluency in natural language. Essentially, 
inbound and outbound APIs will enable LLMs to equip any AI system 
with dialogue capabilities.

This continues an existing trend; most state-of-the-art intelligent 
systems produced in the past 15 years have been hybrid systems 
combining multiple techniques. Taking a “system of systems” (SoS) 
approach (see Figure 15) is one potential path toward general-
purpose AI by:

 - Enabling community learning, where a net of systems increases 
their collective experience by sharing it (e.g., perception or 
language interaction)

 - Maximizing security and safety, by putting hallucination-prone 
systems (see Chapter 6 for additional information) under rule 
supervision

Fig 14 — Use cases for AI impact 

Source: Arthur D. Little

Source: Arthur D. Little

Fig 14 – Use cases for AI impact 

Physical motion & 
manipulation

The Craftsman

6

1

Content generation
The Scribe

3

Signal processing 
The Analyst

5

Causal analysis 
& inference

The Scientist

7

Creativity & design
The Artist

2

.

Question answering, 
look up & search

The Librarian

4

Problem 
optimization

The Engineer

Customer 
support,

FAQ

System of systems:
Requires the ability 
to work with various 
other systems 
(AI or not) 

Blogs, 
social 
media

Medical 
imaging 
analysis Supply chain 

optimization, 
manufacturing 

Drug 
discovery

SoS

Self-driving
cars

Original
music, 

screen-
plays

Complexity

App

Use case 
example

Existing use cases                         No existing use cases to date
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& Global Head of AI & ML

“GenAI should 
be seen as 
augmentative, 
connecting to other 
building blocks we 
already have.”
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The rise of autonomous agents
Autonomous agents are AI-powered programs that, when given an 
objective, can create tasks for themselves, complete them, then create 
new ones, reprioritize their task list, and loop until their objective is 
reached. They take a sequential and segmented autonomous approach 
that imitates human prompt engineering to resolve problems entered 
as an input. Some current implementations include BabyAGI, AgentGPT, 
Auto-GPT, and God Mode. Figure 16 shows how an Auto-GPT-like 
autonomous agent meets the key objective of ordering the best 
pepperoni pizza in the neighborhood.

When combined with SoS, autonomous agents have the potential 
to deliver transformative change, as Figure 17 demonstrates when 
applied to an automotive OEM process. This type of application 
elevates GenAI toward being a key tool for operational and even 
strategic management. However, in this context, its effectiveness 
depends on the stage of evolution of industrial systems along the 
digitalization journey — for example, the degree to which real-time 
connectivity has been established to enable data collection and use 
digital twins and simulations.2

2 See the 2023 Blue Shift Report “The Industrial Metaverse — Making the Invisible Visible to 
Drive Sustainable Growth.”

Fig 15 —  Different AI approaches to problem solving 

Note: 1) GOFAI = Good old-fashioned AI 
Source: Caseau, Yves. “Adding Language Fluency and Knowledge Compression 
to the AI Toolbox.” Blog, 2023; National Academy of Technology of France 
(NATF), 2017 

Note: 1) GOFAI = Good old-fashioned AI
Source: Caseau, Yves. “Adding Language Fluency and Knowledge Compression to the AI Toolbox.” Biology of Distributed Information 
Systems, 2023; National Academy of Technology of France (NATF), 2017

Fig 15 – Different AI approaches to problem solving 
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Fig 16 —  The chain of thought of an autonomous agent 

Source: Arthur D. Little; Wie, Jason, and Denny Zhou. “Language Models Perform 
Reasoning via Chain of Thought.” googblogs.com, 2022; Schlicht, Matt. “FORGET 
ChatGPT, THIS AI Will Replace Humans.” YouTube, 2023

Source: Arthur D. Little; Wie, Jason, and Denny Zhou. “Language Models Perform Reasoning via Chain of Thought.” googblogs.com, 2022; 
Schlicht, Matt. “FORGET ChatGPT, THIS AI Will Replace Humans.” YouTube, 2023.

Fig 16 – The chain of thought of an autonomous agent 
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Fig 17 — The SoS approach in aerospace (illustrative) 

Source: Arthur D. Little

Source: Arthur D. Little

Fig 17 – The SoS approach in aerospace 
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The impact on industries
The impact of AI is being felt across virtually all industries, and the 
pace of development everywhere is fast. However, it is interesting to 
identify which industries are being impacted first. Figure 18 provides an 
indication of this, mapping current levels of AI R&D activity with open 
AI job positions. In general, we see that the industries impacted first 
are those that can leverage the benefits of the most accessible forms 
of GenAI with less need to interface with other systems, such as media, 
retail, consumer goods, healthcare, energy, and financial services. The 
more manufacturing-heavy industries have a greater need to integrate 
AI into a “system of systems” (including, for example, production floor 
robotics, supply chain management) to leverage its full power. Highly 
regulated sectors like aerospace and defense and travel and transport 
are also limited by the need for absolute accuracy and the sensitivity 
of data necessary to train models. Telecom here refers to hardware/
infrastructure, which could explain its unexpected lower quadrant 
position together with manufacturing industries.

Each industry is likely to rely on specific, vertical AI functions for 
its core business, customized to its particular needs. This will be 
supported by enterprise AI, which covers horizontal functions  
(e.g., finance and HR), as shown in Figure 19.

Fig 18 —  Adoption and activity levels of GenAI by industry 

Note: Activity level = dynamism of development activity as measured by number of industry-specific publications on arXiv (Cornell 
University); adoption level = number of job openings on Indeed
Source: Arthur D. Little
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Fig 19 – Usage of GenAI across industries 
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Further details on the main applications, hurdles, and priorities 
for each industry sector are provided at the end of this chapter.

Looking across all the sectors, the speed of GenAI adoption by 
organizations will depend on five main factors, although their 
relative importance will vary by industry and specific use case:

1. Business interest. What relevant and achievable business 
opportunities do the available GenAI models offer my company? 
Examples include increasing or expanding revenue streams; 
decreasing operating costs; and boosting innovation, R&D, 
and creativity.

2. Trust. How much does the enterprise trust the GenAI model 
and its output quality? Factors to focus on include accuracy 
and precision of GenAI output; permitted room for error within 
use cases; biases in available models; and impact on enterprise 
privacy, security, and IP.

3. Competence. At what pace and at what cost can the enterprise 
upskill its employees to use GenAI models? This depends on 
current technical literacy levels, prompt engineering skills, 
model ease of use, the upskilling and hiring costs of ensuring 
the workforce can use models, and the required level of model 
supervision.

4. Culture and labor relations. How will the use of GenAI models 
fit in with the cultural values of the enterprise? Cultural and 
organizational factors include the organization’s attitude to 
technology adoption; degree of risk-averseness; employee and 
labor union acceptance, where applicable; and whether existing 
robust change management mechanisms are in place.

5. Ease of implementation. Is there an implementation of 
GenAI that suits the needs and size of the enterprise? Factors 
to consider include the affordability of models, the ability 
to customize models, difficulty of integration with existing 
systems, and how it fits with existing digitalization and data 
management approaches.

Figure 20 shows how these dynamics will impact GenAI adoption 
within different sectors, with trust and then cost reduction coming 
forward as the key factors.

The speed of 
GenAI adoption by 
organizations will 
depend on five 
main factors.
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Current adoption of GenAI
Despite the expected benefits of GenAI, most organizations are not 
ready for adoption just yet. Our research shows that nearly half of 
the surveyed business respondents report that their organization 
has not yet invested in or recruited for GenAI, and just 16.3% haven’t 
yet made large-scale investments that cover multiple departments.

The research also indicates:

 - Of the 22% of organizations with limited hiring/investment in 
GenAI, most are working to develop a PoC.

 - Automotive, manufactured goods, healthcare, and life sciences 
comprise the largest percentage of the limited hiring/investment 
group.

 - Of the 16% hiring/investing on a large scale, nearly a third (6%) are 
telecom and IT companies, which are typically early adopters of 
new technologies.

Overall, the research shows that even the most advanced organizations 
are very early in their GenAI journeys when it comes to both monetary 
investment and technology maturity.

Fig 20 — Impact of five factors on GenAI adoption  

Source: Arthur D. Little

Source: Arthur D. Little

Fig 20 – Impact of five factors on GenAI adoption 
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Applications, hurdles & priorities  
by industry 
Below we provide further details on applications, drivers,  
and hurdles for each sector.

One of the main challenges is a lack of trust in AI-generated content 
due to its accuracy, lack of creativity, and the possibility of bias, 
misinformation, and insufficient diversity. Resistance from unions and 
guilds, especially actors and writers, is fierce, as shown by the recent 
Hollywood actor and screenwriter strikes. Finally, there are unresolved 
data security, copyright, and IP concerns around AI-produced output.

Hurdles to adoption

Priorities for the future

Improvements in AI model creativity and more assurance of diversity 
in training data sets would help improve trust. New regulation is also 
necessary (e.g., protecting IP rights, placing safeguards on use of 
images and content, and strengthening employee rights). Reducing 
costs, especially for training and fine-tuning models, is also vital.

Media, culture, and entertainment players are currently leading 
the implementation of GenAI, most of which is driven by 
content-generation use cases.

In this sector, players are already leveraging GenAI for core tasks, 
especially the Scribe and Analyst archetypes, including:

 - Content-generation automation — text and image generation 
to create core entertainment or information content across the 
production value chain, from scriptwriting to content production 
and post-production (Scribe archetype), including images, videos, 
music, voice, CGI enhancements, ultra-efficient editing

 - Audience-experience segmentation — personalized content 
curation, omnichannel search options, interactive storytelling, 
real-time content adaptation and translation

 - Personalized marketing and promotion — picture, video, 
sound data analysis, personalized messaging, customer feedback 
capture and synthesis, real-time adaptability, interactive 
promotions

1.  Media, culture & entertainment 

Main application areas

Media, culture & entertainment

Retail 

Healthcare & life sciences 

Financial services 

Energy & utilities 

Consumer 
goods 

Aerospace & defense 

Automotive & manufactured goods 

Travel & transport 

Telecom 

37

B
lue S

hift  /  R
E

P
O

R
T 004



Given the low margins of retail business models, high investment 
costs (e.g., computing systems, sensors, and specialized staff) are 
a barrier. For example, unreliability of AI responses to customer 
queries are also an issue. In addition, there is resistance from unions, 
prompted by fears of AI-related job losses.

Reducing costs for AI implementation by retailers is a key priority. 
Increased use of human feedback during model training could help 
augment the AI model’s sentiment analysis, leading to better reliability 
and trust. Customers should become more familiar and comfortable 
over time with AI-based interactions, as long as the experience is 
favorable.

The retail industry has been an early adopter of GenAI’s 
customer experience (CX) enhancement capabilities,  
although cost is a critical issue.

The main application areas involve knowledge and written content 
(Librarian, Scribe, and Analyst archetypes):

 - Next-generation retail buying experience — omnichannel 
search options, virtual assistants, enhanced personalized and 
real-time offline messaging (larger data synthesis), product 
visualization, enhanced virtual try-ons, product customization, 
integrated health, automatic refunds

 - Sales and marketing enhancement — unstructured data 
analysis, consumer behavior analysis, copywriting co-piloting, 
content creation, personalized offering bundles

 - Product and store optimization — consumer research, trend 
analysis, product concept development and testing, consumer 
research, enhanced inventory management, store layout, 
product placement optimization

2.  Retail

Hurdles to adoption

Priorities for the future

Main application areas

Media, culture & entertainment

Retail 

Healthcare & life sciences 

Financial services 

Energy & utilities 

Consumer 
goods 

Aerospace & defense 

Automotive & manufactured goods 

Travel & transport 

Telecom 
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One of the main challenges is the possibility of sensitive patient 
data breaches or commercially confidential drug or equipment data. 
More broadly, GenAI models will need to comply with healthcare’s 
complex and strict regulatory framework (e.g., safety, accuracy, IP, 
professional liability). The sector is also typically resistant to change, 
especially the medical profession.

Better encryption for sensitive training data, inputs, and outputs 
will strengthen data security and privacy. Regulatory modifications 
enabling responsible access to, and smooth sharing of, data will be 
important. Education, upskilling, and training in GenAI will help reduce 
reluctance toward adoption.

An abundance of data is driving GenAI adoption in the healthcare 
and life sciences industry, but data privacy and accuracy are 
obstacles.

The main application areas fall predominantly within the Analyst, 
Scribe, and Librarian archetypes. For example:

 - Clinical decision assistance — medical records analysis, 
lab result analysis, improved medical imaging, clinical plan 
development, diagnosing

 - Drug discovery, development, and surveillance — chemical 
screening, lead identification, compound formulation, safety 
casualty assessments, side effect monitoring, regulatory 
compliance

 - Population health management — disease surveillance, 
predictive analytics, risk flagging, public health policy 
development, resource allocation

 - Personalized healthcare — real-time wearable data monitoring, 
personalized risk assessment, precision medicine, virtual 
assistants

3.  Healthcare & life sciences

Hurdles to adoption

Priorities for the future

Main application areas

Media, culture & entertainment

Retail 

Healthcare & life sciences 

Financial services 

Energy & utilities 

Consumer 
goods 

Aerospace & defense 

Automotive & manufactured goods 

Travel & transport 

Telecom 
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As with healthcare, financial services is highly regulated and 
AI models will need to comply with regulation that addresses, 
for example, data protection, anti-money laundering, customer 
protection, and so on. Safeguards will be needed to prevent 
inherent or acquired biases influencing customer interaction and 
risk management. In traditional banking sectors, digitalization is 
still slow.

Better encryption for training data, especially customer data, will help 
achieve compliance and improve trust. As with other sectors, cost 
reduction will improve business cases for GenAI; education, upskilling, 
and training in GenAI will help reduce reluctance.

GenAI has a valuable role in financial services for CX 
enhancement, risk management, and investment support.

The main application areas fall predominantly within the Librarian 
and Analyst archetypes. For example:

 - CX augmentation — virtual assistants, personalized product and 
service recommendations, loan denial explanations, on-demand 
customized reporting

 - Risk management, fraud, and due diligence — synthetic 
data generation, fraud simulation and new pattern generation, 
contract summary, customer behavior, anomaly analysis

 - Investment management — potential target list generation, 
portfolio optimization, trade data validation and reconciliation, 
reduction of administration

4.  Financial services

Hurdles to adoption

Priorities for the future

Main application areas

Media, culture & entertainment

Retail 

Healthcare & life sciences 

Financial services 

Energy & utilities 

Consumer 
goods 

Aerospace & defense 

Automotive & manufactured goods 

Travel & transport 

Telecom 
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Currently, data sets are insufficient; generally, large ground-truth 
data sets (from field measurements) are not maintained and labeled 
or made available to researchers. Moreover, customer data privacy 
(enforced by regulations or by consumer choice) limits access to 
granular insights. Finally, the lack of explainability and the “black 
box” nature of DL algorithms limits trust in their application to 
critical infrastructure.

Further investment in resilience and sustainability by power 
operators will drive a need for more sophisticated monitoring and 
management, including via smart grids, which lend themselves to DL 
applications. The development of smart grids and data partnerships 
between power operators and electric vehicle or Internet of Things 
device manufacturers may bring about larger, more robust data 
sets for training. Models dedicated to energy and utilities may help 
demonstrate the value of this approach to power operators.

Energy and utilities will benefit from DL for granular supply, 
demand, and maintenance forecasts once data sets are more 
robust. Potential use cases fall under the Analyst, Engineer, 
and possibly Scientist archetypes.

There are many applications across energy and utilities, including 
the following:

 - Advances in predictive maintenance and risk management 
— especially with regard to equipment failures, power quality 
disturbances, and geo-risk monitoring

 - Supporting supply forecasting based on weather forecasts — 
especially for intermittent renewable sources like wind and solar

 - Assisting energy demand modeling in the context of smart 
grids — optimizing energy distribution at the household or 
community level, and curbing energy theft

As an illustration of a more advanced use case, transformers 
can support R&D in nuclear fusion by predicting the physical 
mechanisms degrading plasma confinement and performance 
that may lead to disruptions in tokamaks.

5.  Energy & utilities

Hurdles to adoption

Priorities for the future

Main application areas

Media, culture & entertainment

Retail 
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Similar to retail, large consumer goods companies must clear 
hurdles, including high investment costs (exacerbated by legacy 
IT systems), lack of trust due to risk-averse and slow-moving 
corporate cultures, as well as lack of breadth and depth of technical 
competence.

Priorities include cost reduction of digitalization initiatives, including 
AI; appropriate involvement of humans in training and analysis; and 
education, upskilling, and training. 

For consumer goods, AI has applications in several key areas, 
including product innovation, marketing, quality management, 
and supply chain improvement.

AI is effective for many essential functions across consumer goods 
companies. Examples include:

 - Consumer insight — access and analyze huge online consumer 
behavior and sentiment data sets in ways that would be 
impossible to achieve manually (Analyst and Scientist archetypes)

 - Product innovation — valuable tool to help generate new 
innovative concepts; for example, by combining different, 
perhaps unconnected or unconventional, product attributes 
and characteristics in novel ways 

 - Marketing content — already being used to help generate 
marketing content (Scribe)

 - Quality management — great potential to provide early warning 
of quality issues through analysis of consumer sentiment and 
complaint trends, as well as to enhance consumer interaction 
(Analyst and Librarian archetypes) 

 - Supply chain and manufacturing optimization — enables 
rapid or real-time optimization of operating parameters; the 
increased use of digital twins for industrial systems has still further 
applications beyond operations toward strategic what-if decision-
making (Engineer archetype)

6.  Consumer goods

Hurdles to adoption

Priorities for the future

Main application areas

Media, culture & entertainment

Retail 
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The safety-critical nature of aerospace and defense means 
that AI models need very high levels of assurance, especially if 
authorized to control physical systems. Data security issues are 
also compelling. As in other sectors, bias needs to be eliminated 
to ensure robust decision-making on issues such as safety, threats, 
and attack resolutions.

Increasing accuracy will be a prominent issue; for example, through 
the use of bigger AI models. Development of in-house AI models by 
the big players is especially likely in this sector. Further development 
of technologies to integrate AI with other systems is key. As with other 
sectors, improvement of data encryption and upskilling will also be 
important.

While there is huge potential in aerospace and defense, safety 
and security are key barriers to adoption.

GAI has multiple applications in aerospace and defense, stretching 
across the Analyst, Engineer, Scientist, and Craftsman archetypes. 
Examples of key areas include:

 - Intelligence gathering — omnichannel data analysis,  
including satellite imaging, sensor networks, social media, 
pattern recognition, threat-level determination

 - Mission planning and simulation — strategy development 
and modification, personalized personnel training, new threat 
simulation, equipment evaluation, real-time threat flagging

 - Aircraft design and maintenance — requirements analysis, 
material identification, design development and verification,  
3D virtual prototyping, risk assessment, failure prediction,  
real-time alerts, repair

 - Cybersecurity improvement for aerospace and defense 
systems — trend analysis, synthetic data generation,  
attack simulation, vulnerability identification

7.  Aerospace & defense

Hurdles to adoption

Priorities for the future

Main application areas

Media, culture & entertainment

Retail 

Healthcare & life sciences 

Financial services 

Energy & utilities 

Consumer 
goods 

Aerospace & defense 

Automotive & manufactured goods 

Travel & transport 

Telecom 
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The automotive sector already has high levels of automation and is 
extremely cost-sensitive; hence, AI-based improvements will need to 
be demonstrably cost-effective. Accuracy and safety issues are also 
important. For example, applications in autonomous vehicles already 
have a long history; plus, there are difficult issues around safety 
criticality, certifications, and liabilities. In general manufacturing, 
marketing and customer applications are likely to have the lower 
hurdles, while operational applications will need to overcome 
barriers such as high costs, the need for integration with other 
systems, and the level and completeness of digitalization.

Priorities include reducing costs, enhancing model training approaches 
to improve quality and trust, and developing new technologies and 
approaches to integrate AI within existing complex systems.

In automotive manufacturing specifically, GenAI applications 
will need to placate OEM’s risk-averse and cost-conscious 
nature and demonstrate clear gains. In manufacturing more 
broadly, there are applications in operational enhancements 
and marketing.

The potential for automotive covers primarily the Analyst and 
Engineer and, to some degree, the Scribe archetypes. Key areas 
include:

 - Battery-cell chemistry formulation and simulation —  
material discovery, property prediction, experimental design

 - Virtual safety testing and simulation — synthetic data/
envelope generation, safety test simulation, risk identification 
and analysis, rare event simulation, validation

 - Predictive maintenance of manufacturing systems and 
vehicles — anomaly detection, failure prediction, dynamic  
safety assessment, downtime optimization, real-time alerts

 - After-sales technical documentation — accurate generation 
of highly complex documents, multilingual support, contextual 
guidance, visualization, automated document revision

For other general manufacturing, applications include marketing 
(e.g., market and customer data analysis, marketing content 
generation, customer interaction) and operational enhancements 
(e.g., supply chain and plant or factory efficiency and/or productivity 
improvements based on AI-driven analysis of operational data sets)

8.  Automotive & manufactured goods

Hurdles to adoption

Priorities for the future

Main application areas

Media, culture & entertainment

Retail 
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As with other sectors involving infrastructure systems, the main 
hurdles relate to high costs, lack of data (e.g., for legacy assets), and 
the complexity of integration with other systems, including dealing 
with safety criticality.

Priorities encompass setting the right enabling conditions for 
integrated mobility systems, including data sharing, as well as  
training and upskilling.

GenAI has major potential across significant aspects of travel 
and transport, especially asset maintenance, transport system 
management, and the customer interface.

The potential for travel and transport includes the Librarian, Analyst, 
Engineer, and Craftsman archetypes. Examples of key areas include:

 - Predictive system maintenance — anomaly detection, failure 
prediction, dynamic safety assessment, downtime optimization, 
real-time alerts, remediation

 - Traffic and demand management — real-time traffic 
monitoring; prediction and control; rail, maritime, road traffic 
control; fleet management; timetabling; future load planning  
and optimization

 - CX enhancement — personalized travel advice and itinerary 
creation, omnichannel search options, chatbots, virtual 
assistants, real-time travel modifications, translations, 
automated refunds

9.  Travel & transport

Hurdles to adoption

Priorities for the future

Main application areas

Media, culture & entertainment

Retail 
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The high costs of adoption, including computing systems, hardware, 
and specialized staff, may especially deter smaller players. As with 
other sectors, data security, regulatory compliance, and difficulty 
of integration with legacy systems are also hurdles.

Priorities include developing smaller specialized models that reduce 
cost, improving data encryption, and making API-integrable models 
widely available.

Telecom players will benefit the most from GAI’s impact, driven 
by customer service and network infrastructure use cases.

The potential for telecoms and IT stretches across most of the 
archetypes. Key areas include:

 - Customer satisfaction enhancement — voice assistants,  
smart billing, fraud detection, predictive issue resolution, 
personalized services, packages

 - Network/infrastructure design and optimization 
(autonomous nets) — optimal design and topology production, 
synthetic data gen, traffic simulation, resource allocation plan 
generation, real-time remediation

 - Software engineering — initial code drafting, code correction, 
debugging, troubleshooting, code explanation generation,  
root-cause analysis, testing and validation

 - Cybersecurity improvement — trends analysis, synthetic  
data generation, attack simulation, vulnerability identification

10.  Telecom

Hurdles to adoption

Priorities for the future

Main application areas

Media, culture & entertainment

Retail 

Healthcare & life sciences 
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— HAL 9000,  
2001: A Space Odyssey

“It can only be 
attributed to  
human error.”
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3 Value chain & 
competition

The GenAI market is set for explosive 
growth, with multiple opportunities 
across the value chain and relatively 
low barriers to entry. While LLMs are 
currently dominated by the major 
tech players (Microsoft, Google, Meta, 
and Apple), open source models are 
catching up, leading to the emergence 
of a range of new business models 
across the value chain.

B
lue S

hift  /  R
E

P
O

R
T 004

50



A tsunami of market growth
Analysts predict that by 2030 the GenAI market will be worth 
between $75 billion and $130 billion, with a CAGR between 27%-37% 
for the period 2022–2030 (see Figure 21). However, it is difficult to 
make exact estimates, given the momentum behind GenAI and how 
early it is in its growth. Instead, it is safe to assume that growth will 
be dramatic, due to the combination of better computational power, 
improved access to data, and more sophisticated algorithms. This 
growth provides significant opportunities for businesses across the 
value chain.

The GenAI value chain
The GenAI value chain can be divided broadly into three layers  
(see Figure 22):

1. Infrastructure (compute) — provides computing resources 
needed for training and deploying GenAI models

2. Model development — design and development of both 
proprietary and open source foundation models (e.g., GPT-4, 
LLaMA, Claude, and LaMDA)

3. Applications — leverages GenAI to create applications that 
meet specific customer needs

Fig 21 — Predicted GenAI market growth, 2022–2030 

Source: Arthur D. Little, Polaris Market Research, Acumen Consulting, 
Allied Market Research, Market.Us, Precedence Research

— Executive, Partech Ventures

“Looking at the 
market right now, 
we really don’t 
care about its 
size because it’s 
too early. There 
is technological 
and societal 
momentum, and 
it is going to be 
huge! The wave is 
inevitable!”

Source: Arthur D. Little, Polaris Market Research, Acumen Consulting, Allied Market Research, Market.Us, Precedence Research
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Fig 22 – The GenAI value chain 
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Fragmentation and competitiveness are highest at the application 
layer, which is closest to the end user, with low barriers to entry 
for both model and application developers. Subsequently, margins 
are largest in the infrastructure layer, where barriers to entry are 
highest. Figure 23 showcases the major players at all layers.

Like the wider technology industry, GenAI players are generally 
based in California, particularly in San Francisco’s recently 
coined “Cerebral Valley,” although there are significant activities 
in other parts of North America. As Figure 24 shows, Europe is 
underrepresented, lagging behind the US due to more difficult 
access to funding, a shallower talent pool, the impact of data 
regulations like GDPR (General Data Protection Regulation),  
and the influence of US giants across the GenAI value chain.

Fig 23 — Players across the GenAI value chain  

Source: Arthur D. Little

Fig 24 —  Location of major players across GenAI value chain 

Note: GAMAM = Google, Amazon, Meta, Apple, and Microsoft 
Source: Arthur D. Little

Source: Arthur D. Little

Fig 23 – Players across the GenAI value chain 
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Fig 24 – Location of major players across GenAI value chain 

New York

London
Montreal

Toronto

Tel Aviv

Seattle

San Francisco
"The Cerebral Valley"

Europe lags behind US 
in terms of: 
• Funding (more VC)
• Talent pool
• Data regulation (GDPR 

is highly restrictive)
• GAMAM influence

Beijing

NON-EXHAUSTIVE

52

B
lue S

hift  /  R
E

P
O

R
T 004



Tech giants Google, Amazon, Meta, Apple, and Microsoft (GAMAM) 
are extremely active within the GenAI market. Amazon’s current 
focus on cloud infrastructure services makes it the exception; the 
remaining four companies pervade multiple layers, including model 
development and applications. Figure 25 highlights their activities 
and acquisitions within GenAI.

Business models, impact of open source
Multiple business models coexist across the value chain, 
especially within the model development and application layers, 
as set out in Figure 26. Open source was historically the way that 
most researchers started working on AI. However, when OpenAI 
joined Google to make its GPT-4 and DALL-E 2 models private, it 
jeopardized the preeminence of open source. This appears to be 
temporary, with a leaked Google memo warning that open source 
will catch up and provide a significant threat to private approaches.

Fig 25 — GenAI activities by Apple, Meta, Google, and Microsoft 

Source: Arthur D. Little

Fig 26 — Business models across GenAI value chain  

Source: Arthur D. Little

Source: Arthur D. Little

Fig 25 – GenAI activities by Apple, Meta, Google, and 
Microsoft 
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Fig 26 – Business models across GenAI value chain 

PM

OS

Three business models coexist 
on model layer of value chain

• Open source models are 
steadily closing the 
gap in performance 
with private models 

• However, open source 
progress does not 
imply free availability 
of AI for all

GAMAM presence

Open source

Private 
models

PM with 
API access

The scientific community is currently divided 
regarding small models tailored for specific 

industries vs. a large more general model

Infrastructure ApplicationsModel developers

1 Business models on application layer 
vary according to multiple dimensions2

1 2

Model used

Industry

User function

API accessProprietary

CrossSpecific

CrossSpecific
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“I would say that 
looking at the 
current state of 
open source, it will 
probably catch 
up with private 
models in under 
two years.”
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Barriers to entry in GenAI value chain
The GenAI market has relatively few barriers to entry, requiring only:

 - Talent — employees with a mastery of DL methods applied to 
GenAI applications

 - Access to proprietary data — having sufficient data to develop 
their own models or applications

 - Access to sufficient compute power — computing capabilities 
for training or fine-tuning models (Currently, sufficient compute 
power exists to make this less of a barrier at the model/
application layer.)

The application developer layer
A broad ecosystem of application developers has flourished on 
top of LLMs, but it is still too early to see many industry-specific 
applications (see Figure 27).

These LLMs are provided through multiple business models, 
spanning both proprietary and non-proprietary solutions. This 
is largely due to the influence of open source, which creates an 
extremely competitive environment, as many tools are freely 
available to launch GenAI applications.

Fig 27 —  GenAI applications 

Source: Arthur D. Little, Sequoia Capital

Source: Arthur D. Little, Sequoia Capital

Fig 27 – GenAI applications 
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Three pricing models typically exist, built on either proprietary AI 
models or non-proprietary models accessed through APIs, as shown 
in Figure 28. These are:

1. Pay-per-use. Cost is based on prompt and output length  
or generation parameters.

2. Subscription. Typically implemented for proprietary and 
performing models, allowing for predictable cost structures.

3. Freemium. Introduces customers to technology before offering 
more powerful options charged by subscription.

Fig 28 —  Business models within GenAI application layer 

Source: Arthur D. Little; Margolis, Simon. “Generative AI Pricing: 3 Major Considerations  
+ an AI Glossary.” Sada, 2023; Litterst, Rob. “How to Price Generative AI.” Good Better Best, 2023

Source: Arthur D. Little; Margolis, Simon. “Generative AI Pricing: 3 Major Considerations + an AI Glossary.” Sada, 2023; Litterst, Rob. “How to 
Price Generative AI.” Good Better Best, 2023

Fig 28 – Business models within GenAI application layer 
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“The most 
important barriers 
to entry with LLMs 
are having the 
necessary talent 
and data to develop 
the models or 
apps, but with open 
source, access to 
data and models  
is made easy.”
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4 Limits & risks

The supposed existential risks GenAI 
poses to humanity make headlines  
and captivate minds, but more 
concrete and likely risks should  
be considered first.

These fall into two categories:

1. Current weaknesses in the 
technology will lead to bias, 
hallucinations, and shallowness.

2. GenAI’s strengths will be  
co-opted by bad actors to  
spread disinformation and  
breach cybersecurity.
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Risk 1: The shortcomings of GenAI
Currently, GenAI has three major weaknesses that users need 
to understand: bias, hallucinations, and shallowness.

Bias

GenAI, like other algorithms based on ML, perpetuates or emphasizes 
biases present in its training data. This causes GenAI model outputs 
to underrepresent certain issues and deny fair representation to 
minority or oppressed groups. Past and dominant worldviews are 
overrepresented, which may perpetuate ill-informed stereotypes, 
underrepresent certain issues, and deny fair representation to minority 
or oppressed groups. It leads to biased decision-making and outputs if 
human supervision or other checks are not put in place.

These biases fall into six main categories:

1. Temporal biases. Models may generate content that reflects 
the trends, beliefs, or viewpoints prevalent during the time 
frame for which the model was trained, which may not be 
relevant or appropriate for the current context. The most well-
known example is the public version of ChatGPT, which was 
trained on data that only went up until 2021.

2. Linguistic biases. Most Internet content is in English, meaning 
that models trained on Internet data will perform poorly when 
solving problems in other languages, particularly minority 
dialects. ChatGPT performs worse on zero-shot learning NLP 
tasks in languages other than English.

3. Confirmation biases. Models can provide outputs that 
confirm their parametric memory even when presented with 
contradictory evidence; they suffer from the same confirmation 
biases as humans, creating a risk of polarization of results.

4. Demographic biases. If trained on unrepresentative data, 
models can exhibit biased behavior toward genders, races, 
ethnicities, or social groups, reflecting the information they 
learned from. For example, when prompted to create an image 
of “flight attendants,” DALL-E predominantly provides images 
of white, Caucasian women.

5. Cultural biases. Again, due to unrepresentative training data, 
outputs can be biased, reinforcing or exacerbating existing 
cultural prejudices and stereotyping certain groups.

6. Ideological and political biases. Models can propagate 
specific political and ideological views present in training data 
as opposed to other, more balanced views. For example, when 
asked to write a program to decide who to torture, ChatGPT 
suggests carrying it out systematically in North Korea, Iran, 
Sudan, and Syria, rather than other countries. Using GenAI 
to create fake images of underrepresented groups has been 
proposed as a solution to balance data sets. However, this 
carries both functional and moral risks.

GenAI has three 
major weaknesses 
that users need to 
understand.
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Hallucinations

GenAI may provide outputs that are incorrect, even if the correct 
information is within its training set. These hallucinations fall 
into two groups: knowledge-based (i.e., returning the incorrect 
information) and arithmetic (i.e., incorrect calculations). The most 
advanced GenAI models have been observed hallucinating at 
widely varying rates. Some recent tests by researchers using GenAI 
to answer professional exam questions suggested hallucination 
rates between just a few percent to more than 50% across models, 
including ChatGPT, GPT-4, and Google Bard.

Hallucinations in LLMs have two causes: probabilistic inference 
and conflated information sources:

1. Probabilistic inference. LLMs calculate the probability of 
different words depending on the context, thanks to the 
transformer mechanism. The probabilistic nature of word 
generation in LLMs is driven by temperature hyperparameter 
(see Figure 29). As temperature rises, the model reasonably 
can output other words with lower probabilities, leading to 
hallucinations. Additionally, generated text aims to be more 
diverse, but this means it can be inaccurate or context-
inappropriate, again leading to hallucinations.

2. Conflated information sources. LLMs can sometimes conflate 
different sources of information, even if they contradict each 
other, and generate inaccurate or misleading text. For example, 
when GPT-4 was asked to summarize the 2023 Miami Formula 
One Grand Prix, the answer correctly covered the initial details 
of the 7 May 2023 race, but subsequent details appeared to be 
taken from 2022 results. For those who did not know the right 
answer, the response seems plausible, making it a believable 
hallucination.

Combining LLMs with search engines could limit hallucinations.  
The query is provided as an input to both, and the best search engine 
results are then injected into the LLM, which produces an output 
based on both its parametric memory and the search engine results. 
Equally, indicating information sources gives traceability for the 
user, which helps build confidence.

Fig 29 —  How hallucinations are driven by temperature hyperparameter 

Source: Arthur D. Little; Chollet, François. Deep Learning with Python. Manning, 2021; Neugebauer, Frank. “LLM Hallucinations.” Towards Data Science, 2023

— Peter Relan, Chairman, Got It AI

“Roughly speaking, 
the hallucination 
rate for ChatGPT is 
15% to 20%. So, 80% 
of the time, it does 
well, and 20% of the 
time, it makes up 
stuff.”

Source: Arthur D. Little; Chollet, François. Deep Learning with Python. Manning, 2021; Neugebauer, Frank. “LLM Hallucinations.” Towards 
Data Science, 2023

Fig 29 – How hallucinations are driven by temperature 
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Shallowness

GenAI algorithms still fail to complete some more sophisticated or 
nuanced tasks, and to make predictions when there is a wide range 
of potential outcomes. For example, image-generation models struggle 
with complex areas (e.g., generating six-fingered hands or gibberish 
text). This can be mitigated by increasing the size of the model.

Risk 2: Abusing the strengths of GenAI
While GenAI itself does not provide an existential threat to human 
existence, it is a powerful, easily accessible tool that bad actors can 
use to destabilize society/countries, manipulate opinion, or commit 
crimes/breach cybersecurity.

Nefarious creativity (spreading disinformation)

GenAI dramatically reduces the cost to produce plausible content, 
whether text, images, speech, or video, which creates a path for bad 
actors making deepfakes. These deepfakes can be difficult for the 
untrained eye to tell from the truth, leading to the potential spread 
of fake news, extortion, and reputational targeting of individuals, 
countries, and organizations.

Deepfake videos posted online have increased by 900% from 2020 to 
2021 and are predicted to grow further as AI tools evolve and become 
more widely used. Their believability has also improved with the quality 
of image, video, and voice generation. In a recent study, humans had a 
nearly 50% chance of detecting an AI-synthesized face.

The fight against bad actors using GenAI has two main strands:

1. Deepfake images and videos involving famous people or 
covering matters of public concern are swiftly debunked by 
fact-checkers, governments, or software engineers working for 
media platforms. This makes deepfakes a costly and relatively 
ineffective medium for disinformation purposes. For example, 
a deepfake of Ukrainian President Volodymyr Zelensky asking 
Ukrainians to surrender to Russian troops posted on 16 March 
2022 on Ukrainian websites and Telegram was debunked and 
removed by Meta, Twitter, and YouTube the same day.

2. A wide range of detection technologies have been developed, 
including lip motion analysis and blood flow pattern scrutiny. 
These boast accuracy rates up to 94% and can catch a wider range 
of deepfakes, not just those that involve famous people.

However, despite these potential safeguards, the most lasting 
impact of GenAI on information integrity may be to cement a  
“post-truth” era in online discourse. As public skepticism around 
online content grows, it is easier for public figures to claim that 
real events are fake. This so-called liar’s dividend causes harm to 
political accountability, encourages conspiracy thinking, and further 
undermines public confidence in what they see, read, and hear online.

GenAI itself 
does not provide 
an existential 
threat to human 
existence.
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Cybersecurity breaches

AI-generated content can work in conjunction with social 
engineering techniques to destabilize organizations; for example, 
phishing attacks attempt to persuade users to provide security 
credentials. These increased by 50% between 2021 and 2022 thanks 
to phishing kits sourced from the black market and the release of 
ChatGPT, which enables the creation of more plausible content. 
Essentially, GenAI reduces barriers to entry for criminals and 
significantly reduces the time and resources needed to develop 
and launch phishing attacks (see Figure 30).

LLMs can also be manipulated and breached through malicious 
prompt injection, which exploit vulnerabilities in the software, often 
in an attempt to expose training data. This approach can potentially 
manipulate LLMs and the applications that run on them to share 
incorrect or malicious information.

Fig 30 —  Three ways GenAI improves success rate of phishing 

Source: Arthur D. Little, Zscaler

Source: Arthur D. Little, Zscaler

Fig 30 – Three ways GenAI improves success rate of phishing 
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barriers to entry 
for criminals 
and significantly 
reduces the time 
and resources 
needed to develop 
and launch 
phishing attacks.
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— Stephen Hawking

“The real risk with 
AI isn’t malice but 
competence.”
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5 Critical 
uncertainties

When looking at all the factors 
shaping the future evolution of GenAI 
for strategic purposes, it is useful to 
consider two dimensions — impact 
and uncertainty.
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Consider the following factors:

 - Factors with low or no impact are clearly less important 
for  strategy.

 - Factors with high impact and low uncertainty should be 
considered in strategy, as they will happen anyway.

 - Factors that are both of high impact and high uncertainty 
are critical uncertainties. Critical uncertainties are the most 
important shaping factors for strategic purposes, as depending 
on their outcome, they may lead to very different futures. To 
deal with critical uncertainties, we generally need to leverage 
scenario-based strategy methods.

Figure 31 shows the six factors (A-F) that have the potential 
to profoundly shape GenAI; three have been ranked as critical 
uncertainties: 

1. Artificial general intelligence. This would surpass humans 
on a broad spectrum of tasks. While AGI’s potential is game-
changing, its trajectory remains unpredictable, especially 
given recent unforeseen advancements (see Chapter 6).

2. Model quality and scalability. The evolution of GenAI hinges 
on model performance. Advancements will likely allow for larger 
parameter-based models, but it’s not yet known if performance 
will consistently rise with size.

3. Unstable value chain. The strategic choices of major 
corporations largely create the competitive landscape. Given 
their significant contribution to research funding, any strategic 
shift can have a pronounced impact.

While the critical uncertainties above persist, one factor is of more 
immediate concern: regulation. Proposed legislation, especially 
in Europe, has the potential to redefine the market, influence the 
innovation pace, and determine global adoption rates.

Fig 31 — Critical factors that can potentially reshape the field of GenAI 

Source: Arthur D. Little

Source: Arthur D. Little

Fig 31 – Critical factors that can potentially reshape the field 
of GenAI 
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A. Sustainability
Energy usage and CO2 emissions grows with GenAI model size, as a 
larger model increases length of training and required computational 
power. ChatGPT’s training power usage and CO2 emissions grew 
tenfold between the GPT-3 and GPT-4 models, rising to around 
approximately 12,800 MWh of energy and 5,500 tons of CO2, while 
training time increased from 15 days to 4 months.

However, improvement in model structures could significantly reduce 
power usage and CO2 emissions, even as model parameters grow. This 
is demonstrated by Google’s GLaM model, the largest natural language 
model trained as of 2021, which improved model quality yet emitted 14 
times less CO2 than GPT-3. This is due to two factors:

1. The GLaM model structure only activates 95 billion parameters 
at a given time. In comparison, GPT activates all parameters for 
every query, which increases energy consumption.

2. GLaM ran in a data center, where tons of CO2 emissions per 
megawatt hour (tCO2e per MWh) were around five times lower 
than GPT-3.

B. Regulation
Regulations around GenAI are still in their infancy but will shape and 
constrain use cases and have significant impacts on developers of 
models and applications. There is a focus on the forthcoming EU AI 
Act as this is likely to provide a global standard. Two factors should 
be addressed when considering regulation:

1. New regulations will build on existing data privacy and AI 
legislation.

2. Globally, AI-specific laws are under development.

New regulations will build on existing data privacy/
AI legislation

GenAI regulations will add an extra layer to existing and upcoming 
regulations on AI as well as data privacy and security (see Figure 32).

Fig 32 — The interrelation of data privacy, AI, and GenAI regulations

Source: Arthur D. Little; Kerry, Cameron F. “Protecting Privacy in an AI-Driven World.” Brookings, 10 February 2020; The Artificial Intelligence Act;  
Interesse, Giulia. “China to Regulate Deep Synthesis (Deepfake) Technology Starting 2023.” China Briefing, 20 December 2022

Source: Arthur D. Little; Kerry, Cameron F. “Protecting Privacy in an AI-Driven World.” Brookings, 10 February 2020; The Artificial Intelligence 
Act; Interesse, Giulia. “China to Regulate Deep Synthesis (Deepfake) Technology Starting 2023.” China Briefing, 20 December 2022

Fig 32 – The interrelation of data privacy, AI, and GenAI 
regulations

GenAI
reg.

AI 
regulation

Data 
regulations

This layer will focus on building 
guardrails, especially for GenAI tools 
and platforms; currently nascent

Regulations governing AI will define 
permitted boundaries, standards & 
risk levels of AI applications

Regulations on data privacy & security 
will define the limits of which data can 
be accessed by AI algorithms for training 
and recommending; for example, by: 
• Relaxing consent obligations for collecting data (consent leniency)
• Limiting the purpose of processing collected data (purpose limitation)
• Constraining data transfer across state borders (data localization)
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In total, 157 countries have legislation addressing data protection 
and privacy regulations, with an additional nine countries having 
“draft” rules. These set limits on which data can be accessed by AI 
models in multiple ways and vary around the world through:

 - Purpose limitation. The EU’s GDPR states that processing of 
personal data must be compatible with its original purpose. This 
means an AI algorithm can only be trained on historical data when 
that falls under its original purpose.

 - Data localization. China’s Cybersecurity Law requires all 
personal data collected in China to be stored in the country, 
limiting its usage for model training on a global basis.

 - Consent leniency. By contrast, India’s draft Personal Data 
Protection Bill (PDPB) makes it easier for data to be used within 
AI models, as it allows for personal data collection and processing 
on the basis of deemed consent.

AI-specific laws are under development

Current attitudes toward specifically regulating AI systems as well 
as the development stages of relevant laws vary widely globally (see 
Figure 33). In many cases, regulators are working quickly to catch up 
with the pace of GenAI and AI development.

Since the EU’s GDPR set a benchmark for data privacy regulations, 
there is keen interest in the EU’s AI Act, currently in draft. This 
framework adopts a risk-based approach (see Figure 34). It also 
raises several questions for GenAI players, particularly those based 
in the EU, around foundational models, the place of open source, 
transparency, and how rules will be implemented.

Fig 33 —  Status of regulations on AI systems (illustrative) 

Note: METI = Ministry of Economy, Trade and Industry; NITI Aayog = Indian government’s think-tank 
Source: Arthur D. Little

Note: METI = Ministry of Economy, Trade and Industry; NITI Aayog = Indian government’s think-tank 
Source: Arthur D. Little

Fig 33 – Status of regulations on AI systems 
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Adoption velocity
As described in Chapter 6, the adoption velocity of GenAI by 
enterprises will depend on five main factors, the impact of which 
will vary by industry and specific use case: (1) interest, (2) trust, 
(3) competence, (4) culture/labor relations, and (5) ease of 
implementation.

Trust in AI worldwide is a main factor in adoption velocity. This varies 
considerably across countries, with developing nations showing 
markedly higher levels of trust (see Figure 35).

Attitudes of decision makers to GenAI

As part of research for this Report, we surveyed business decision 
makers’ attitudes toward GenAI. Analysis of their responses 
highlights two relevant findings:

Fig 34 — Current impacts and questions around draft EU AI Act  

Note: 1) Req. = Requirements for commercialization on EU territory; this summarizes draft of legislation as of 6 July 2023, trilogue process still in progress 
Source: Arthur D. Little

Note: (1) Req. = Requirements for commercialization on EU territory; this summarizes draft of legislation as of 6 July 2023, trilogue process 
still in progress
Source: Arthur D. Little

Fig 34 – Current impacts and questions around the draft EU AI 
Act 
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Fig 35 —  Willingness to trust AI systems, 2023 

Source: Arthur D. Little, The University of Queensland

Source: Arthur D. Little; The University of Queensland

Fig 35 – Willingness to trust AI systems, 2023 
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1. High familiarity levels with GenAI. Decision makers in about 
half of the surveyed organizations understand the main use 
cases for GenAI in their own industry, demonstrating limited 
familiarity. Another 18% demonstrate strong familiarity, which 
suggests they have mastered key GenAI use cases and the 
ramifications for their organization. Therefore, approximately 
70% of decision makers have some familiarity with GenAI 
applications (see Figure 36).

2. Understanding the challenges of GenAI. Decision makers were 
asked about the most significant challenges to implementing 
GenAI (see Figure 37). Results show that they felt ethical/
societal opposition will be the largest obstacle, with a challenge 
index score of 3.27, followed closely by operational challenges. 
This could have a strong impact on the adoption velocity of 
GenAI by businesses.

Fig 36 —  Attitude of key business decision makers toward GenAI applications, 2023

Note: Hostility = refusal to implement GenAI applications; no familiarity = no knowledge of any enterprise 
use case of GenAI; limited familiarity = knowledge of main use cases for GenAI in industry; strong familiarity 
= mastered use cases of GenAI for their org & their ramifications  
Source: Arthur D. Little

Fig 37 —  Ranking challenges to implementing GenAI, 2023

Note: 1) Average weighted score = (% of rank 1)*5 + (% of rank 2)*4 + (% of rank 3)*3 + (% of rank 4)*1 + (% of rank 5)*1  
Source: Arthur D. Little

Notes: Hostility = refusal to implement GenAI applications; no familiarity = no knowledge of any enterprise use case of Gen AI; limited 
familiarity = knowledge of main use cases for GenAI in industry; strong familiarity = mastered use cases of GenAI for their org & their 
ramifications 
Source: Arthur D. Little

Fig 36 – Attitude of key business decision makers toward 
GenAI applications, 2023
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Source: Arthur D. Little

Fig 37 – Ranking challenges to implementing GenAI, 2023
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Quality & scalability
Whether the performance of generative models keeps improving 
at a rapid pace or plateaus is an open question. Improving model 
performance can be achieved in a variety of divergent ways — either 
by increasing model size (and thus required computational power) 
or by finding ways to achieve better results with smaller models. 
Additionally, new methods and computing techniques, such as 
parallel processing, can also overcome performance concerns.

Increasing model size

Current understanding of LLM quality dictates that increasing 
model performance requires a growth in model size and 
computation power. However, there is a non-linear relationship 
between performance and model size, with a diminishing return on 
improvements as model size grows. So far, even for extremely large 
models, the rate of performance improvement has yet to plateau, 
possibly indicating that we are still currently in a “scalability” era, 
where the larger the model, the better the results.

However, it is currently uncertain how long this correlation will 
last, but a more pressing challenge may be on the computational 
side, with requirements outpacing Moore’s Law, which states 
that computer power doubles every 18 months. In fact, research 
seems to show that ML progress may already be starting to slow 
down and could be constrained significantly in the future by 
computational capacity (see Figure 38). However, as these trends 
are recent, other factors (e.g., global chip shortages, budget caps, 
methods, and selection bias) may be responsible, while advances 
in high-performance computing may reverse them.

Fig 38 —  Growth in model size and required computational capacity

Note: 1) Method for delineating large-scale models as a separate category is open to interpretation though nonetheless indicative 
of models developed by larger players; other factors cited in study above include global chip shortages, budget caps, challenges in 
HPC infrastructures, calculation methods, sampling, methods, and selection bias 
Source: Arthur D. Little; Sevilla, Jaime, et al. “Parameter, Compute and Data Trends in Machine Learning.” Cornell University, 2021

Note: (1) Method for delineating large-scale models as a separate category is open to interpretation though nonetheless indicative of 
models developed by larger players; (2) other factors cited in study above include global chip shortages, budget caps, challenges in HPC 
infrastructures, calculation methods, sampling, methods, and selection bias
Source: Arthur D. Little; Sevilla, Jaime, et al. “Parameter, Compute and Data Trends in Machine Learning.” Cornell University, 2021

Fig 38 – Growth in model size and required computational 
capacity
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— Sam Altman, CEO, OpenAI

“I think we’re at 
the end of the era 
where it’s going 
to be these, like, 
giant, giant models. 
We’ll make them 
better in other 
ways.”
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Improving model performance at constant  
or smaller size

Size may not be all that matters, however. Thanks to alternative 
training and scaling approaches, recently the performance of 
smaller models has been the subject of ambitious claims. These 
models, such as Meta’s LIMA (Less is More for Alignment) and 
Google’s PaLM 2 (Pathways Language Model 2), use techniques like 
fine-tuning and compute-optimal scaling to dramatically reduce the 
parameters required. For example, the original PaLM had 540 billion 
parameters — PaLM 2 has 350 billion.

New methods

Several new methods claim the ability to limit the computation 
steps required to perform GenAI tasks (see Figure 39). However, 
these methods have yet to be implemented at scale, meaning 
their impact remains unproven.

Technology advances — parallel computing

Parallel computing reduces training time for a given model size. 
This helps with the scalability of large generative models, with 
three main approaches deployed: (1) data parallelism, (2) tensor 
parallelism, and (3) pipeline parallelism (see Figure 40).

Fig 39 — New methods to improve GenAI performance 

Source: Arthur D. Little; Narein T., Adith. “Early Exit in ML models.” OpenGenus IQ, accessed August 2023; Nicholls, Joel. “Quantization in Deep Learning.“ 
Medium, 12 August 2018; Hertz, Jake. “Neural Network Quantization: What Is It and How Does It Relate to TinyML?” All About Circuits, 6 March 2022

Fig 40 —  Approaches to parallelism to improve GenAI performance

Note: Tensor core = integrated circuit that accelerates matrix multiplication for neural nets 
Source: Arthur D. Little; Plessers, Silke. “SOS – Runtime Error: CUDA Out of Memory.” Dataroots, 27 March 2023; Hugging Face

Source: Arthur D. Little; Narein T., Adith. “Early Exit in ML models.” OpenGenus IQ, accessed August 2023; Nicholls, Joel. “Quantization in 
Deep Learning.“ Medium, 12 August 2018; Hertz, Jake. “Neural Network Quantization: What Is It and How Does It Relate to TinyML?” All About 
Circuits, 6 March 2022

Fig 39 – New methods to improve GenAI performance 
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Fig 40 – Approaches to parallelism to improve GenAI 
performance
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Value chain instability

The GenAI market is still developing, which means that the value chain 
is unstable and faces multiple tensions around three primary areas:

1. Commoditization and differentiation. Open source development 
is leading to increased availability of LLMs. Although GPT-4 still 
holds a significant lead, the level of quality among foundation 
models is likely to equalize in coming years. Most developers use 
the same models with similar performance levels to underpin their 
applications; this makes differentiation through offering unique 
features challenging and commoditizes the market.

2. Vertical integration vs. complete value chain fragmentation. 
The GenAI value chain is facing two opposing movements 
happening simultaneously: vertical integration and radical 
fragmentation:

 - Vertical integration. Currently, infrastructure companies 
claim the greatest margins. If these players start to develop 
their own models, they could move along the value chain and 
integrate other layers, maximizing control and profitability. 
For example, Nvidia, a supplier of AI hardware and software, 
has created its own range of models (see Figure 41). Equally, 
model developers are trying to lock in the application layer 
through app stores, such as OpenAI’s ChatGPT plug-in store.

 - Radical fragmentation. A lack of control by incumbents 
could lead to radical fragmentation and the emergence 
of numerous specialized players at the other end of the 
value chain. The success of OpenAI proved that technology 
incumbents didn’t fully control the AI value chain, encouraging 
new entrants (and venture capital companies) to challenge 
the established order. This is even visible at the infrastructure 
layer, where players like Cerebras have highlighted the high 
performance of their GPUs for AI. Overall, this potentially 
means that model training could be decentralized and shift 
to alternative methods, thus challenging Nvidia’s current 
dominance (see Figure 42).

Fig 41 —  Potential vertical integration within GenAI value chain

Source: Arthur D. Little; Khan, Jeremy. “Nvidia Moves into AI Services and ChatGPT Can Now Use Your Credit Card.” Fortune, 28 March 2022

Source: Arthur D. Little; Khan, Jeremy. “Nvidia Moves into AI Services and ChatGPT Can Now Use Your Credit Card.” Fortune, 28 March 2022

Fig 41 – Potential vertical integration within GenAI value 
chain
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3. Increasing the war for talent. The emergence and growth of 
OpenAI has further increased demand for GenAI skills, leading 
to fiercer competition to attract and retain top talent. It also 
demonstrated to both potential employees and venture capital 
companies that GAMAM does not necessarily have to dominate 
the GenAI market. This has led to hundreds of millions of 
dollars being invested in start-ups, enabling them to match the 
financial packages offered by GAMAM and OpenAI, and further 
pushing up salaries. For example, AI start-up Anthropic has 
raised $1.8 billion since it was founded in January 2021. Thanks 
to this support, Anthropic offers an average annual ML engineer 
salary of $280,000 — well above OpenAI, Microsoft, and Meta’s 
$200,000 average.

Emergence of artificial general intelligence
With recent LLM developments, experts interviewed for this Report 
acknowledge that the distance to achieving AGI has shortened, due 
to rapid, transformative improvements in performance. However, 
there is no clear opinion on timescales, as current LLMs still have 
limitations that need to be tackled before AGI is realized.

The emergence of AGI could deeply impact businesses both 
positively and negatively:

 - Positive — improving efficiency in processes and decision-
making; facilitating innovation

 - Negative — reshaping social human relationships; impacting 
work environments and leading to ethical issues and misaligning 
human and AI visions

Chapter 7 provides a more in-depth look at AGI and its potential 
effects and timing.

Fig 42 — Potential GenAI market structures (illustrative)

Source: Arthur D. Little

Source: Arthur D. Little

Fig 42 – Potential GenAI market structures 
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INTERLUDE #2 
The 

philosopher’s 
contribution 
— Will GenAI 

replace 
humans? 
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Luc Ferry is a philosopher, writer, and speaker. Dr. Ferry is former French Minister of Education and directed a research 
center at ENS-Ulm. He was also a professor at the University of Lyon and the University of Caen, France. Dr. Ferry also 
taught at the DEA level at Sorbonne University (Paris I) and at Sciences Po, Paris. He earned a graduate degree in 
philosophy and a PhD in political science. 

Toward the end of human labor?
Could AI eliminate 300 million jobs, as suggested by Goldman 
Sachs? Could we consider an end to human labor in the era of AI, 
as predicted by some analysts like Jeremy Rifkin in his book The 
End of Work? Advances in GenAI raise these questions. ChatGPT 
demonstrates a stunning ability to perform various complex tasks, 
ranging from drafting summaries to conducting precise medical 
analysis to building architecture, and does so in over 150 languages.

In A World Without Work, Daniel Susskind, a researcher at Oxford 
University, revisits Rifkin’s thesis and takes this new context into 
account. Susskind compares the different industrial revolutions: 
while those of steam, electricity, and oil led to the disappearance 
of certain manual and repetitive jobs, they also created new ones 
in other sectors. However, with new connectionist AIs, we are 
witnessing a major shift: it is not only manual tasks being replaced, 
but also highly sophisticated intellectual activities, involving 
professions such as doctors, engineers, and more.

Nevertheless, Susskind’s conclusions about the end of human labor 
remain uncertain. We may still be in the “creative destruction” 
model. The World Economic Forum predicts a massive loss of jobs 
due to AI, but also suggests that technology could create as many, 
if not more.

It is crucial not to conflate tasks and professions. While many tasks 
will be impacted or replaced by AI, it does not mean that professions 
will disappear. For example, although many secretarial tasks are 
being automated, secretaries will still be essential for more complex 
and human activities. The same goes for doctors, lawyers, and 
accountants.

However, Susskind’s warnings must be taken seriously. AI is gaining 
ground in its competition with humans, and it is urgent to address 
the challenges that this major technological revolution poses for 
future education and training.

- Luc Ferry
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With LLMs, are we moving toward  
strong AI?
Three ages of AI are generally identified:

1. The symbolic AI of the 1950s pioneers

2. The current connectionist AI

3. The future representative AI, named JEPA (Joint Embedding 
Predictive Architecture) by Yann LeCun

According to LeCun, in charge of AI at Meta, LLMs are doomed to 
failure and will no longer be used five years from now. He suggests 
working on a new form of AI that works like the human mind, based 
on “representations.” However, the precise nature of this approach 
remains uncertain.

Currently, connectionist AI, especially LLMs generating text and 
images, sparks much discussion. A frequent question is whether 
AI will surpass human intelligence. In reality, it seems that it is 
already the case. LLMs like ChatGPT aced the Turing test and scored 
155 in an IQ test, placing these machines above 99% of the human 
population. ChatGPT also solved a physics problem in less than 10 
seconds and passed the New York State bar exam in mere seconds. 
Furthermore, I myself posed several ethical questions to ChatGPT, 
and the responses provided were superior to those of 90% of the 
students whose papers I graded. In short, AI is already significantly 
superior to human intelligence in some cases.

The real question to ask is whether AI will ever become “strong.” We 
must not confuse a general AI (i.e., AGI) with a strong AI. A strong AI 
is not just a generalist; it would also have self-awareness, conscious 
understanding of its statements, and feelings and emotions. It 
is obvious that a generalist AI superior to humans in almost all 
areas of pure intelligence and capable of perfectly simulating 
emotions in a dialogue with a human at some point will see the day. 
However, it will remain “weak” in that it will have no consciousness 
or understanding of what it says — no reflection, no feelings, no 
interests.
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Three rational arguments support this observation:

1. The “Chinese room,” an argument from American philosopher 
John Searle, aptly illustrates connectionist AI. Even if it can 
solve problems, understand natural language, answer questions 
correctly, and make poetry, it doesn’t understand what it says.

2. We humans are guided by our interests, feelings, and 
emotions, which require a living organism to be truly “felt.” 
Therefore, if we ever manage to create a strong AI, it could only 
be possible by creating chimeras, cyborgs, or “animats.”

3. Those who believe in the possibility of a strong AI have 
a materialistic worldview, thinking that we are already 
machines — living — but machines, nonetheless. Such people 
believe that consciousness and life emerged from inanimate 
matter and that we will be able to create artificial neural connections 
so complex and efficient that they can generate consciousness and 
emotions, a strong AI anchored in a mechanical brain.

The problem with materialism is that it claims to radically break 
with the “idols” of religions and classical metaphysics, while it 
continually falls heavily back into the metaphysical ruts from which 
it nevertheless had a duty to escape. Materialism, in its various 
forms, seeks the ultimate material cause of our behaviors and 
choices, claiming to be determined by unconscious and material 
causes. However, the search for an ultimate foundation of values is 
a metaphysical illusion, whether in theology or materialism. Both, 
ironically, make the same mistake, seeking an ultimate foundation. 
The transcendence and dualism of consciousness are supposed to 
be anchored in an exhaustive explanation, whether the foundation 
is divine or material. However, the idea of an ultimate foundation 
is both inconceivable and incomprehensible. It is essential to 
understand that there is no completed science or absolute 
knowledge. Even the positive sciences acknowledge the relativity 
of all reasoning. Our experience of transcendent values cannot be 
denied or materially explained, no more than it can be founded on 
faith in a divinity.

Strong AI remains and will always be a utopia, which does not 
prevent research from continuing to dig in the direction of this kind 
of “asymptotic guide.” GenAIs will not stop progressing to become 
generalist AIs. In the coming years, they will integrate millions of 
additional parameters and will be thousands of times superior to 
the current ones, especially as they will be able to better integrate 
new data and correct their own mistakes. They will imitate strong AI 
beautifully — while remaining weak AIs, though generalists.
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6 Toward artificial 
general intelligence

Adoption among end users of GenAI 
has been extremely fast. For example, 
we estimate that ChatGPT had close 
to 300 million unique users in April 
2023. 
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Fig 44 —  Moving from ANI to AGI 

Source: Arthur D. Little; “What Is Artificial Intelligence (AI)?” IBM, accessed August 2023; Bostrom, Nick. Superintelligence: Paths, Dangers, Strategies.  
Oxford University Press, 2014

More importantly, adoption and interest has grown rapidly among 
developers and entrepreneurs, helping build an ongoing, vibrant 
ecosystem (see Figure 43).

Innovation waves tend to follow a recurring pattern, beginning with 
the creation of scientific foundations, then developing technology 
building blocks, and from there to general adoption. GenAI has 
now reached this last stage, achieving generalized real-world 
productivity in multiple use cases. This suggests that further 
breakthroughs are likely to bring new ways in which businesses, 
societies, and humans operate.

The debate around emergent abilities
There are multiple stages in the development of AI, with experts 
agreeing that currently we are moving beyond artificial narrow 
intelligence (ANI) toward full artificial general intelligence  
(see Figure 44):

“Artificial general intelligence: a theoretical form of AI where 
a machine would demonstrate intelligence on par with or above 
humans on a variety of tasks.” 

Fig 43 —  Growth of interest in GenAI by developers, entrepreneurs, and academics

Source: Arthur D. Little, GitHub Hugging Face, Wayback Machine, arXiv (Cornell University)

Source: Arthur D. Little, GitHub Hugging Face, Wayback Machine, arXiv (Cornell University)

Fig 43 – Growth of interest in GenAI by developers, 
entrepreneurs, and academics
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Fig 44 – Moving from ANI to AGI 
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Progress has been swift. Tasks previously deemed unachievable by 
AI have been successfully completed by very large models. This has 
prompted discussions of emergent abilities, where models have 
been observed empirically to gain capabilities that enable them 
to perform tasks in which they have not been designed. These are 
typically complex tasks that require nuance or multiple inputs.

This has led to debate around whether such emergent abilities are 
a hallmark of AGI, or if they are simply due to the metrics selected 
to measure model performance. Papers produced by both Microsoft 
and Google argue that emergence is an early version or spark of AGI, 
although other researchers, including experts from Stanford University, 
strongly disagree.

The acceleration of progress to AGI
Experts agree that we are closer to reaching AGI than originally 
estimated, with some believing it will be here within a decade. 
Around a third of experts we surveyed indicate that recent LLM 
developments have altered their initial belief about the time frame to 
achieve AGI. However, to reach AGI, significant obstacles with current 
models, such as hallucinations and producing new knowledge, need to 
be overcome. Nevertheless, rapid progress is leading to concerns about 
the existential “threat” that AGI could pose. 

AGI — pessimism & optimism
There is little evidence of the emergence of a Terminator-style AI 
that is misaligned with human needs and will lead to widespread 
replacement and/or elimination of people. Sudden drops in the loss 
function during training tests have mistakenly been equated to AI 
systems developing potentially uncontrollable capabilities. However, 
further analysis has subsequently disproven the possibility.

At the same time, there are at least two arguments that lend 
some support to this pessimistic case for AGI:

1. The technology is being developed and broadly adopted at 
an unprecedented pace.

2. A destructive AGI requires minimal materials and could be made 
more easily than other destructive technologies, compared to 
traditional weapons of mass destruction (e.g., nuclear bombs).

Looking at some other arguments for pessimism, there are differing 
views; for example:

 - AIs developing their own volition. This is the “HAL 9000” 
scenario in Stanley Kubrick’s film 2001: A Space Odyssey, in which 
an AI decides it needs to take control, tries to eliminate its human 
colleagues, and resists being switched off. However, there is no 
evidence that AIs can develop their own volition.

 - AIs causing physical harm. AIs integrated with safety-critical 
physical systems, such as today’s autonomous vehicles, will be 
far more extensive in the future. This gives an AI the potential to 
cause direct harm to humans. However, optimists would point 
out that such integration would always be limited by safeguards, 
both technical and human. 

— Eliezer Yudkowsky, Cofounder, Machine 
Intelligence Research Institute

“The AI does not 
hate you, nor does 
it love you, but you 
are made of atoms, 
which it can use for 
something else.”
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 - AIs unable to match human complexity. Some observers 
consider that AIs will always interpret human goals too narrowly, 
risking distortions and polarizations. However, optimists would 
say that AIs can always be prompted to take on increasingly 
complex tasks provided that suitable learning is introduced.

Still, concerns have prompted the publication of an open letter 
in March 2023, signed by Sam Altman of OpenAI and Elon Musk 
of Twitter/X as well as politicians and commentators, calling for 
a pause in large-scale AI experiments until the possibilities were 
better understood.

One set of concerns revolve around the impact of AGI on society, 
particularly in the world of work. GenAI has already led to worries 
about the elimination of many millions of jobs, and the resulting 
social and economic repercussions. For example, some recent 
estimations suggest that around half of all workers could find that 
more than 50% of their tasks could be performed by AI in the future. 
Unlike previous industrial revolutions, the impact is likely to fall first 
on more highly educated roles rather than manual roles that are 
more difficult to automate.

However, it is important to distinguish between employee roles (job 
title and responsibilities) and the tasks a person carries out as part 
of that role. While it is likely that many tasks will be taken over by 
GenAI, workers will still be required to orchestrate these tasks and 
will therefore be assisted, not replaced, by AI.

Beyond the impact on the workforce, concerns have been raised 
around what AI means for the “de-skilling” of humans. For example, 
if content can be quickly created through GenAI, writing skills will 
atrophy, in the same way that map reading and having a good sense 
of direction have been superseded by navigation technology. While 
this may indeed happen, GenAI will require new skills within the 
workforce like prompt engineering.

Importantly, if and when AGI is reached, it may provide positive 
benefits, including:

 - Assisting human productivity by enhancing efficiency and 
accuracy in business and industrial processes through task 
automation, problem optimization, and assisted decision-making.

 - Solving new problems by providing new insights, advanced 
problem-solving capabilities, enhanced creativity and ideation, 
and cross-discipline collaboration. GenAI may help us tackle the 
great challenges of our time, including climate change.

 - Increasing human happiness by eliminating the most menial 
mental tasks from workers’ schedules and refocusing on 
distinctively human tasks, such as relationship building, moral 
decision-making, and radical creativity.

Overall, it is important not to ignore the potential benefits of AGI 
when considering future governance and regulation.

— Yann LeCun, Chief AI Scientist, Meta

“Thinking that 
somehow we are 
smart enough 
to build those 
systems … and 
not smart enough 
to design good 
objectives so they 
behave properly… 
is a very strong 
assumption 
that is very low 
probability.”
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7 The way forward

GenAI will have an impact regardless 
of industry sector. To reap its benefits, 
we recommend that companies 
consider five main steps (see Figure 
45). As with any digital transformation 
project, it is difficult to know in 
advance the path to success, requiring 
a focus on test-and-learn techniques 
that can then be used to consolidate 
your strategic vision and roadmap for 
GenAI.

B
lue S

hift  /  R
E

P
O

R
T 004

88



Fig 46 —  Different AI approaches to problem solving 

Note: 1) GOFAI = Good old-fashioned AI  
Source: Caseau, Yves. “Adding Language Fluency and Knowledge Compression to the AI Toolbox.” 
Blog, 2023; National Academy of Technology of France (NATF), 2017 

Step 1: Define the problem landscape
Start with an assessment of the key problems you wish to solve. 
Different problem types are suited to different AI solutions and 
approaches, based on the openness of the question and the 
availability of data (see Figure 46, repeated from Chapter 2):

 - Semi-open question, lots of data. These are particularly 
suited to GenAI, including LLMs, which are strong in language 
understanding, reading comprehension, and question answering.

 - Open question, lots of data. Employ semantics, especially 
knowledge graphs, as these enable you to map out and organize 
terms, ideas, documents, or other types of information according 
to their semantic links (i.e., their meaning).

 - Specific question, lots of data. Use computer vision to identify 
patterns/objects in videos and images using CNNs (e.g., video 
surveillance).

Fig 45 — Five recommended steps to adopting GenAI 

Source: Arthur D. Little

Source: Arthur D. Little

Fig 45 – Five recommended steps to adopting GenAI 

1 Define the problem landscape
What problems are we trying to solve & 

where is GenAI most applicable?

3 Choose an implementation mode 
Should we make, buy, or partner 

in the initial steps?

2 Assess the value of GenAI solutions
What is the value-to-cost ratio of implementing 
Gen AI for these problems?

5 Consolidate strategy
What should be the strategy & roadmap for 

applying GenAI more broadly across the enterprise? 

4 Try out PoC
What can we learn from experimenting 
with one or two specific use cases?
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Notes: 1) GOFAI = Good Old-Fashioned Artificial Intelligence
Source: Yves Caseau Blog “Adding Language Fluency and Knowledge Compression to the AI Toolbox” (2023), National Academy of 
Technology of France (NATF) 2017 Report

Fig 46 – Different AI approaches to problem solving 

GOFAI1

Vision + 
pattern DL 

(CNN)

Semantics 
(ontologies, 
knowledge 

graphs)

Simulation 
agents

LLM

Open 
question

Lots of dataLittle data

Specific 
question

Pr
ob

le
m

 f
or

m
ul

at
io

n

Problem parameters

Classical
science

methods

89

B
lue S

hift  /  R
E

P
O

R
T 004



 - Open question, little data. Use AI simulation agents to test the 
impact of a decision, such as how to optimize plant operations or 
modeling the environmental impacts of a manufacturing plant.

 - Specific question, little data. The best approach for these 
problems is using classical symbolic and rule-based AI systems, 
or NLP techniques, such as voice recognition.

 - Semi-open question, some data. Employ classical science 
methods, such as ML and data mining; the unsupervised 
clustering of customer behavior is one possible application.

Step 2: Assess the value of  
GenAI solutions
The closer a proposed GenAI use case is to a company’s core 
know-how, the greater the potential benefits, but the requirements 
and potential costs are higher (see Figure 47). For example:

 - Applications that have high stakes in terms of business, human 
life, and/or environmental damage will require additional 
measures to identify and mitigate the risks from GenAI’s 
limitations.

 - Applications where knowledge is deeper and specific to the 
organization will require greater customization of the GenAI 
model.

 - Applications where data confidentiality is highly critical  
(e.g., personal data and intellectual property) may pose 
challenges for GenAI data management.

Companies therefore need to balance the potential value against 
the costs, required resources, and risks of deploying GenAI for 
specific use cases.

Fig 47 — Balancing benefits and requirements for GenAI use cases  

Source: Arthur D. Little; Caseau, Yves. “Adding Language Fluency and Knowledge Compression to the AI Toolbox.” Biology of Distributed Information Systems, 2023

Source: Arthur D. Little; Caseau, Yves. “Adding Language Fluency and Knowledge Compression to the AI Toolbox.” Biology of Distributed 
Information Systems, 2023

Fig 47 – Balancing benefits and requirements for GenAI use 
cases 
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The closer a proposed use case is to a company’s core 
know-how, the greater the potential benefits, but 
the greater the requirements and potential costs for 
the GenAI solution, for example: 

• Higher stakes in terms of business, human life, 
and/or environmental damages may require 
additional measures to identify & mitigate 
the risks from GenAI’s limitations

• Applications where know-how is deeper will require 
more customization of the GenAI model

• Applications where data confidentiality is more 
critical (e.g., personal data, intellectual property) 
may pose challenges for GenAI data management
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Step 3: Choose an implementation model
The best implementation model (buy, partner, or build) will depend 
on specific needs and budget. Follow the implementation decision 
tree in Figure 48 to understand the pros and cons of each approach 
for particular GenAI use cases.

For a quick-and-easy solution, acquiring a pre-trained model 
is a good option, enabling you to focus your effort on prompt 
engineering; if a hybrid solution is required, a vendor partnership 
provides greater support. If increased control and customization 
are needed, then building proprietary models is the optimal solution.

Step 4: Try out PoC
A test-and-learn approach is essential to building understanding 
of GenAI and the specific benefits it brings to your organization. 
Identifying one or two initial use cases and running PoC projects 
around them will build experience and capabilities; moving forward, 
lessons can be integrated into the overall strategy and approach.

Fig 48 — GenAI decision tree 

Source: Arthur D. Little

Source: Arthur D. Little

Fig 48 – GenAI decision tree 
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A test-and-
learn approach 
is essential 
to building 
understanding 
of GenAI and the 
specific benefits 
it brings to your 
organization.
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Step 5: Consolidate strategy
Once PoCs have been completed, build on your new knowledge 
to create and consolidate an enterprise AI strategy and roadmap. 
This should consider AI maturity, critical uncertainties, and the 
readiness of both the technology and your organization around the 
pillars of value creation, people, governance, data management, 
and technology. 

Scenario-based strategic planning approaches should be 
adopted, taking into the account especially the critical short-
term uncertainties around regulation, model scalability and 
value chain development, as well as the longer-term uncertainty 
around the emergence of AGI. In practice this means having “no 
regret” strategic actions that are robust to all scenarios, as well as 
considering alternatives to suit different development trajectories 
and “strategic insurances” to safeguard against possible negative 
impacts.

Often a maturity roadmap is a useful initial stage to consider 
priorities. Figure 49 shows an illustrative example of an AI maturity 
heatmap, translated into a multi-year AI roadmap.

Fig 49 — Building AI strategy and roadmap 

Source: Arthur D. Little

Source: Arthur D. Little

Fig 49 – Building AI strategy and roadmap 
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Often a maturity 
roadmap is a 
useful initial 
stage to consider 
priorities.
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— Albert Meige, PhD

“Thanks to his 
intelligence, Homo 
sapiens dominates 
the planet – or so 
he believes. If AI 
surpasses it tomorrow, 
this dominance will 
waver.”
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Conclusion — A 
new civilization?

So is GenAI synonymous with a new 
civilization? Given the current level 
and foreseeable future development of 
GenAI, concerns that it will completely 
replace humans at work seem 
hyperbolic, or at least premature. 
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At the same time, any impacts on employment should be understood 
within the context of larger macroeconomic transformations, in 
which the workforce progressively transfers to new activities. For 
example, the advent of office automation software did not drive 
mass unemployment, as typists, designers, and personal assistants 
upskilled or transferred to adjacent roles. GenAI is therefore not 
synonymous with a new civilization.

A more optimistic and likely scenario is the development of GenAI 
“assistants” to support human workers in many of their tasks. This is 
likely to improve productivity and well-being at work. In that sense, 
GenAI may be a new civilization of cognitive labor.

Overall, GenAI, especially when orchestrating SoS, is likely to 
perform a broad range of tasks — beyond the boring, mundane, and 
repetitive. Some of the most complex and data-intensive challenges 
humankind faces, first and foremost the response to climate 
change, may benefit hugely from the advances of GenAI in data 
collection and analysis, problem solving, and system orchestration.

However, some uniquely human skills are likely to remain out of 
reach for AI. These include the analysis and influence of human 
motives, relationship building with humans, and high-stakes 
decision-making with ethical considerations (i.e., life-or-death 
decisions). It is likely that these specialized skills will remain the 
prerogative of human beings and thus become a key principle within 
organizations and a focal point for education and skills development.

Rather than threaten humans, perhaps counterintuitively GenAI may 
actually enable us to be more human ourselves and thus help us 
shape a new — and better — civilization in the future.

Some of the most 
complex and 
data-intensive 
challenges 
humankind faces 
may benefit hugely 
from the advances 
of GenAI.
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 - Artificial general intelligence (AGI) — a theoretical form of AI 
where a machine would demonstrate intelligence on par with or 
above humans on a variety of tasks

 - Attention/self-attention — the ability to identify which words 
in the natural language input sequence (the user’s prompt, or the 
previous parts of text) are most relevant to predicting the next 
word

 - Auto-regressive — a model that forecasts future behavior  
based on past behavior data

 - Classification — an approach that sorts data points into  
pre-defined classes

 - Clustering — an approach that groups similar data points 
together to form distinct populations

 - Convolutional neural networks (CNN) — a type of deep 
learning, CNN is a class of artificial neural network most 
commonly applied to analyze visual imagery

 - Deep learning — a subset of machine learning that uses  
neural network methods modeled on the human brain

 - Embeddings — the representations or encodings of tokens, 
such as sentences, paragraphs, or documents, and the method 
by which models capture and store the meaning and the 
relationships of the language

 - Emergent abilities/emergence — where models have been 
observed empirically to gain capabilities that enable them to 
perform tasks in which they have not been designed

 - Feed-forward loop — a type of artificial neural network in which 
all information flows in a forward manner only

 - Fine-tuning — approaches used to improve foundational model 
performance through additional steps or stages

 - Generative AI (GenAI) — a type of AI technology that can 
produce various types of content, including text, imagery, audio, 
and synthetic data

 - Graphics processing unit (GPU) — a specialized computer chip 
that provides the compute power for training AI models

 - Hallucination — incorrect, yet believable, results provided  
by LLMs

 - Knowledge graph — also known as a semantic network, it 
represents a network of real-world entities and illustrates  
the relationship between them
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 - Large language model (LLM) — a trained DL model that 
understands and generates text or other outputs in a human-like 
fashion

 - Machine learning — an iterative process of training models to 
learn from data and make predictions without being programmed 
explicitly

 - Model — a program that analyzes data sets to find patterns  
and make predictions

 - Natural language processing (NLP) — a field of AI that gives 
machines the ability to process and derive meaning from 
linguistic inputs (i.e., natural language text and/or speech

 - Neural networks — a form of deep learning that uses 
interconnected nodes or neurons in a layered structure that 
resembles the human brain

 - Parameters — the weighted connections between neurons 
in a neural network, which can be changed independently by 
algorithms as they learn

 - Parametric memory — AI operations based on a mathematical 
model that defines the relationship between inputs and outputs

 - Predictor functions — a function used to predict a future 
outcome based on given circumstances

 - Probabilistic — a statistical technique used to consider the 
impact of random events or actions in predicting the potential 
occurrence of future outcomes

 - Recommendation — a type of machine learning that uses data 
to help predict, narrow down, and find what people are looking  
for among an exponentially growing number of options

 -  Regression — an approach that builds a mathematical function 
that uses input data points to predict a continuous or numerical 
output for new data points

 - Reinforcement learning from human feedback (RLHF) — an  
AI training method where models are “rewarded” when they learn 
from human feedback

 - Transformers — a neural network that learns context and thus 
meaning by tracking relationships in sequential data

 - Training sets — often very large volumes of data used to train 
LLMs
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Little, explores the impact 
of technologies on business, 
society, and humans. The 
Blue Shift Report covers 
these topics in depth, inviting 
guest authors, academics, 
and artists to contribute to 
the conversation. 
Want to join the discussion? Please address your comments to our 
editorial office at Arthur D. Little, New Fetter Place West, 2nd floor, 
55 Fetter Lane, London EC4A 1AA, United Kingdom —  
Telephone: +44 7710 536 471.

For further information, visit: www.adlittle.com.

Copyright 2023, Arthur D. Little. All rights reserved.

B
lue S

hift  /  R
E

P
O

R
T 004




